# The scaled Hermite-Weber basis still highly competitive 

H. Taşeli and M. Bahar Erseçen *<br>Department of Mathematics, Middle East Technical University, 06531 Ankara, Turkey

Received 10 March 2003


#### Abstract

The effectiveness of the usual harmonic oscillator basis is demonstrated on a wide class of Schrödinger Hamiltonians with various spectral properties. More specifically, it is shown numerically that an appropriately scaled Hermite-Weber basis yields extremely accurate results not only for the energy eigenvalues which differ slighly from the harmonic oscillator levels, but also for the states which reflect a purely anharmonic character.
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## 1. Introduction

The one-dimensional Hamiltonians

$$
\begin{equation*}
\mathcal{H}=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}+V(x), \quad x \in(-\infty, \infty) \tag{1}
\end{equation*}
$$

have been the subject of many computational methods because an investigation of problems in (1) is a prerequisite for that of the more general and complex models. The so-called generalized anharmonic oscillators (GAOs) for which

$$
\begin{equation*}
V(x)=x^{2}+v_{2 k} x^{2 k}, \quad v_{2 k}>0, \quad k=2,3, \ldots \tag{2}
\end{equation*}
$$

are the most studied systems of this kind. The divergence of the perturbation series expansion over the classical harmonic oscillator solution was first verified explicitly by Bender and Wu [1]. The aim of this paper is not the review of the anharmonic oscillators, however, after the important paper by Bender and $\mathrm{Wu}[1]$ concerning a quartic perturbation several modified Rayleigh-Schrödinger treatments have been proposed, which are convergent [2-4].

The harmonic oscillator eigenfunctions are considered as a basis in the RayleighRitz variational method as well. One of the first detailed variational calculations are due to Reid [5] who obtained the first 25 eigenvalues of the pure quartic oscillator, where $V(x)=x^{4}$, to 12 significant figures. In fact, it is not surprising that the harmonic oscillator basis yields quite satisfactory results for polynomial potentials, especially when the anharmonic interaction differs a little from the harmonic one.

[^0]Mathematically speaking, the harmonic oscillator is a symmetric single well potential which corresponds to a singular Sturm-Liouville system with an enumerable infinite set of discrete spectral points. In this paper, we use exact solutions of such an eigenvalue problem as a basis in standard variational calculations to test its numerical performance for symmetric and asymmetric single and double well polynomial potentials, as well as for certain non-polynomial potentials. Clearly, the Schrödinger operator with a polynomial well potential possesses the same spectral properties as the harmonic oscillator. However, the non-polynomial Gaussian and Morse potentials considered here have each a finite number of discrete states together with a continuous spectrum. Therefore, the present work is also motivated by this fact which makes it possible to understand how much the discrepancy in the spectral structures of the unperturbed and perturbed systems affects the accuracy of the computations.

In section 2, very general recursive relationships for the evaluation of the matrix elements are introduced. Applications to the specific problems with numerical results are presented in section 3. The discussion of the results and concluding remarks are given in a final section as usual.

## 2. Matrix elements

Introducing the linear transformation

$$
\begin{equation*}
\xi=\alpha x, \quad \alpha>0 \tag{3}
\end{equation*}
$$

we write down the Schrödinger eigenvalue problem in the form

$$
\begin{equation*}
[T+q(\xi)] \Psi(\xi)=\mathcal{E}(\alpha) \Psi(\xi), \quad \Psi \in L_{2}(-\infty, \infty) \tag{4}
\end{equation*}
$$

where $L_{2}$ is the Hilbert space of the square integrable functions, and $T$ and $q$ are the harmonic oscillator Hamiltonian

$$
\begin{equation*}
T=-\frac{\mathrm{d}^{2}}{\mathrm{~d} \xi^{2}}+\xi^{2} \tag{5}
\end{equation*}
$$

and the perturbation potential

$$
\begin{equation*}
q(\xi)=\frac{V(\xi / \alpha)}{\alpha^{2}}-\xi^{2} \tag{6}
\end{equation*}
$$

respectively. The eigenvalues of (4) depending on the optimization parameter $\alpha$, are connected with the energy eigenvalues, $E$ say, of the original Hamiltonian $\mathcal{H}$ in (1) by the formula

$$
\begin{equation*}
E=\alpha^{2} \mathcal{E}(\alpha) \tag{7}
\end{equation*}
$$

As is well known, the operator $T$ has purely a discrete spectrum corresponding to a complete sequence of eigenfunctions

$$
\begin{equation*}
\phi_{n}(\xi)=\mathcal{N}_{n} \mathrm{e}^{-\xi^{2} / 2} H_{n}(\xi), \quad n=0,1,2, \ldots \tag{8}
\end{equation*}
$$

which are called the Hermite-Weber functions [6]. The Hermite-Weber functions satisfy the equation $T \phi_{n}=(2 n+1) \phi_{n}$ and become mutually orthonormal over the real line if the constants $\mathcal{N}_{n}$ are specified by

$$
\begin{equation*}
\mathcal{N}_{n}=\frac{1}{\sqrt{2^{n} n!\sqrt{\pi}}} \tag{9}
\end{equation*}
$$

for each $n=0,1,2, \ldots$. The matrix representation of the eigenvalue problem in (4) is then found to be

$$
\begin{equation*}
\mathcal{A}(\alpha) \mathbf{c}=\mathcal{E}(\alpha) \mathbf{c} \tag{10}
\end{equation*}
$$

where $\mathbf{c}$ is the column vector which consists of the coordinates of the wave function $\Psi(\xi)$ with respect to the harmonic basis under consideration. At the numerical side of this study, we assume a truncated wave function so that the matrix $\mathcal{A}$ is a square $N \times N$ matrix with the general entry

$$
\begin{equation*}
\mathcal{A}_{m n}=(2 n+1) \delta_{m n}+Q_{m n}, \quad m, n=0,1, \ldots, N-1 \tag{11}
\end{equation*}
$$

in which the $Q_{m n}$, defined by the inner product $\left\langle\phi_{m}(\xi) \mid q(\xi) \phi_{n}(\xi)\right\rangle$, require evaluating at a number of $N^{2}$ integrals of the type

$$
\begin{equation*}
Q_{m n}=\int_{-\infty}^{\infty} q(\xi) \phi_{m}(\xi) \phi_{n}(\xi) \mathrm{d} \xi \tag{12}
\end{equation*}
$$

where $N$ is the truncation size and $\delta_{m n}$ the Kronecker's delta. Nevertheless, it can be shown that the $Q_{m n}$ obey a recurrence relation. Indeed, we may recall the identity for the Hermite polynomials [6]

$$
\begin{equation*}
H_{n+1}(\xi)=2 \xi H_{n}(\xi)-2 n H_{n-1}(\xi), \quad H_{0}(\xi)=1, \quad H_{-1}(\xi)=0 \tag{13}
\end{equation*}
$$

to obtain an expression for the product of two Hermite-Weber functions, from which the functional relationship

$$
\begin{equation*}
Q_{m+1, n}=\frac{\mathcal{N}_{m+1} \mathcal{N}_{n}}{\mathcal{N}_{m} \mathcal{N}_{n+1}} Q_{m, n+1}+2 n \frac{\mathcal{N}_{m+1} \mathcal{N}_{n}}{\mathcal{N}_{m} \mathcal{N}_{n-1}} Q_{m, n-1}-2 m \frac{\mathcal{N}_{m+1}}{\mathcal{N}_{m-1}} Q_{m-1, n} \tag{14}
\end{equation*}
$$

for each fixed $n$ is derived immediately for $m=0,1, \ldots, N-2$ with $Q_{-1, n} \equiv 0$. It is noteworthy that such a determination of columns of the matrix $\boldsymbol{Q}=\left[Q_{m n}\right]$, in turn, is independent of the particular form of the potential function. To start using the recursions all that needs to be done is the calculation of the improper integrals

$$
\begin{equation*}
Q_{0, n}=\left\langle\phi_{0}(\xi) \mid q(\xi) \phi_{n}(\xi)\right\rangle=\mathcal{N}_{0} \mathcal{N}_{n} \int_{-\infty}^{\infty} \mathrm{e}^{-\xi^{2}} q(\xi) H_{n}(\xi) \mathrm{d} \xi \tag{15}
\end{equation*}
$$

for $n=0,1, \ldots, 2 N-2$, which is required as an initial condition for (14). Note that the first $N$ elements of this array are the first row entries of the matrix $\boldsymbol{Q}$. In other words, a knowledge of $2 N-1$ integrals defined by (15) over a prescribed potential function suffices to form completely the $N \times N$ matrix $\boldsymbol{Q}$ and, hence, the matrix $\mathcal{A}$ in (10). Moreover, the labor involved in such a construction may be considerably shortened by
exploiting the symmetry $Q_{m n}=Q_{n m}$ of the matrix. Note also that we assume potential functions which are at least sufficiently well behaved for large absolute values of the argument for the integrals in (15) to exist.

The energy spectrum of the problem can be decomposed into two subsets consisting of even and odd eigenlevels, separately, provided that the original potential has a reflection symmetry $V(x)=V(-x)$ about the origin. In such a case, the bases $\left\{\phi_{2 n}\right\}$ and $\left\{\phi_{2 n+1}\right\}$ can be employed, respectively, in the expansions of the even and odd wave functions to avoid large matrices. Therefore, the recursions in (14) are revised appropriately on replacing $H_{n}$ in (8) by $H_{2 n}$ and $H_{2 n+1}$, in turn, for the evaluation of the variational matrix elements representing the Schrödinger equation with a symmetric potential.

## 3. Applications

### 3.1. Symmetric potentials

We first consider the GAOs in (2) and the symmetric double well potential (SDWP)

$$
\begin{equation*}
V(x)=-x^{2}+v_{4} x^{4}, \quad v_{4}>0 \tag{16a}
\end{equation*}
$$

which are polynomials in even powers of $x$. The SDWP may be taken as

$$
\begin{equation*}
V(x)=v_{4}\left(x^{2}-\frac{1}{2} v_{4}^{-1}\right)^{2} \tag{16b}
\end{equation*}
$$

for which the Hamiltonian is positive definite. So the energy levels of (16a) shifted by the constant term in (16b) are all positive.

Thus, for non-negative integer values of $s$, we encounter integrals of the type

$$
\begin{equation*}
\mathcal{J}_{n}(s)=\int_{-\infty}^{\infty} \xi^{2 s} \mathrm{e}^{-\xi^{2}} H_{2 n}(\xi) \mathrm{d} \xi, \quad n=0,1, \ldots, 2 N-2 \tag{17}
\end{equation*}
$$

which are evaluated analytically [7],

$$
\begin{equation*}
\mathcal{J}_{n}(s)=\frac{(-4)^{n}}{\sqrt{\pi}} \Gamma\left(s+\frac{1}{2}\right) \Gamma\left(n+\frac{1}{2}\right)_{2} F_{1}\left(-n, s+\frac{1}{2} ; \frac{1}{2} ; 1\right) \tag{18}
\end{equation*}
$$

to deal with even parity states of these potentials. Here, $2 F_{1}(a, b ; c ; z)$ stands for the Gauss hypergeometric function that terminates to give a polynomial of degree $n$ in $z$ as its first parameter $a$ is equal to a non-positive integer $-n$. Furthermore, such a polynomial reduces to

$$
\begin{equation*}
{ }_{2} F_{1}(-n, b ; c ; 1)=\frac{(c-b)_{n}}{(c)_{n}} \tag{19}
\end{equation*}
$$

at $z=1$, on using the Vandermonde's theorem [6], where ( $p)_{n}$ denotes the Pochhammer's symbol. It follows then that

$$
\begin{equation*}
\mathcal{J}_{n}(s)=\frac{\sqrt{\pi}}{4^{s-n}} \frac{(2 s)!}{(s-n)!} \tag{20}
\end{equation*}
$$

for $n=0,1, \ldots, s$ and zero, otherwise. Now, from (15), we find the initial conditions

$$
\begin{equation*}
Q_{0, n}=\mathcal{N}_{0} \mathcal{N}_{2 n}\left[\alpha^{-4}\left(1-\alpha^{4}\right) \mathcal{J}_{n}(1)+\alpha^{-2 k} v_{2 k} \mathcal{J}_{n}(k)\right] \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{0, n}=\mathcal{N}_{0} \mathcal{N}_{2 n} \alpha^{-2}\left[\frac{1}{4} v_{4}^{-1} \mathcal{J}_{n}(0)-\alpha^{-2}\left(1+\alpha^{4}\right) \mathcal{J}_{n}(1)+\alpha^{-4} v_{4} \mathcal{J}_{n}(2)\right] \tag{22}
\end{equation*}
$$

for the GAOs and SDWP, respectively, for the recursive determination of the matrix elements. Note that odd parity states can be treated in a very similar fashion.

As an example of a non-polynomial symmetric potential, we test the Gaussian

$$
\begin{equation*}
V(x)=-\mathrm{e}^{-\beta x^{2}}, \quad \beta>0 \tag{23}
\end{equation*}
$$

having a finite number of discrete energy levels, which lie between $-1<E<0$. For the symmetric states we find that

$$
\begin{equation*}
Q_{0, n}=-\mathcal{N}_{0} \mathcal{N}_{2 n}\left[\mathcal{J}_{n}(1)+\alpha^{-2} \mathcal{K}_{n}\left(\beta \alpha^{-2}\right)\right] \tag{24}
\end{equation*}
$$

where the function $\mathcal{K}_{n}(t)$, defined by

$$
\begin{equation*}
\mathcal{K}_{n}(t)=\int_{-\infty}^{\infty} \mathrm{e}^{-(1+t) \xi^{2}} H_{2 n}(\xi) \mathrm{d} \xi \tag{25}
\end{equation*}
$$

results in

$$
\begin{equation*}
\mathcal{K}_{n}(t)=(-4)^{n} \Gamma\left(n+\frac{1}{2}\right)(1+t)^{-1 / 2}{ }_{2} F_{1}\left(-n, \frac{1}{2} ; \frac{1}{2} ;(1+t)^{-1}\right) \tag{26}
\end{equation*}
$$

containing again the ordinary hypergeometric function [7]. By using the known identity

$$
\begin{equation*}
{ }_{2} F_{1}(-n, b ; b ; z)=(1-z)^{n}, \tag{27}
\end{equation*}
$$

however, it is expressible as

$$
\begin{equation*}
\mathcal{K}_{n}(t)=\frac{(2 n)!}{n!} \sqrt{\pi}(-t)^{n}(1+t)^{-n-1 / 2} \tag{28}
\end{equation*}
$$

in terms of the elementary functions.
In the numerical tables 1 and 2, we present the ground state eigenvalues of the quartic and sextic oscillators as a function of the coupling constants $v_{4}$ and $v_{6}$, respectively. Table 3 includes the first 12 nearly degenerate eigenvalues of the SDWP when $v_{4}=0.01$. Some discrete eigenvalues of the Gaussian potential (GP) are shown in table 4 as a function of the parameter $\beta$. Further results, which have not been quoted in this article, are available from the authors.

### 3.2. Asymmetric potentials

If we take care of a more general polynomial potential of degree $2 M$ of the form

$$
\begin{equation*}
V(x)=\sum_{k=2}^{2 M} v_{k} x^{k}, \quad v_{2 M}>0 \tag{29}
\end{equation*}
$$

Table 1
Ground state energies of the quartic oscillator $V(x)=x^{2}+v_{4} x^{4}$, as a function of $v_{4}$.

| $v_{4}$ | $E_{0}$ | $N$ | $\alpha_{\text {opt }}$ |
| :---: | :---: | :---: | :---: |
| 0.0001 | 1.00007498688020011112283415530 | 8 | 1 |
| 0.01 | 1.00737367208138246053384390598 | 17 | 1 |
| 1 | 1.39235164153029185565750787662 | 25 | 2.1 |
| 10 | 2.49917407211838691826879390619 | 26 | 3.1 |
| 1000 | 10.6397887113280460636220426694 | 30 | 6.5 |
| 10000 | 22.8616088702724688917598679635 | 30 | 9.5 |
| 100000 | 49.2254475842296251570763870011 | 30 | 14 |

Table 2
Ground state energies of the sextic oscillator $V(x)=x^{2}+v_{6} x^{6}$, as a function of $v_{6}$.

| $v_{6}$ | $E_{0}$ | $N$ | $\alpha_{\text {opt }}$ |
| :---: | :---: | :---: | :---: |
| 0.0001 | 1.00018722815368076828635566562 | 16 | 1 |
| 0.01 | 1.01674136375473203167181798152 | 32 | 1.8 |
| 1 | 1.43562461900339231576127222054 | 39 | 3.2 |
| 10 | 2.20572326959563235100997338717 | 40 | 4.2 |
| 1000 | 6.49235013232967155054955784534 | 40 | 7 |
| 10000 | 11.4787980422645439612898160386 | 39 | 9.5 |
| 100000 | 20.3750986563096608445672875136 | 41 | 12.2 |

Table 3
Nearly degenerate states of the SDWP in (16b) for $v_{4}=0.01$.

| $n$ | $N$ | $\alpha_{\text {opt }}$ | $E_{n}$ |
| ---: | :--- | :--- | :---: |
| 0 | 54 | 0.9 | 1.40404860529770688242570757084 |
| 1 | 54 | 0.9 | 1.40404860529770688260256628058 |
| 2 | 55 | 0.9 | 4.17019360599931012783387507132 |
| 3 | 56 | 0.9 | 4.17019360599931021961329119875 |
| 4 | 57 | 0.95 | 6.87008883371402461217231516851 |
| 5 | 57 | 0.95 | 6.87008883371404680242599568191 |
| 6 | 60 | 0.95 | 9.48957838718787005519441835656 |
| 7 | 57 | 0.95 | 9.4985783871911782123208596115 |
| 8 | 60 | 0.95 | 12.0493094863340925923328801716 |
| 9 | 59 | 0.95 | 12.0493094866730068475733124779 |
| 10 | 60 | 1 | 14.5142050229812391034294214439 |
| 11 | 61 | 1 | 14.5142050481210173389916124158 |

we have to evaluate the integrals

$$
\begin{equation*}
\mathcal{S}_{n}(k)=\int_{-\infty}^{\infty} \xi^{k} \mathrm{e}^{-\xi^{2}} H_{n}(\xi) \mathrm{d} \xi \tag{30}
\end{equation*}
$$

Table 4
Eigenvalues of the GP $V(x)=-\mathrm{e}^{-\beta x^{2}}$, as a function of $\beta$.

| $\beta$ | $\alpha_{\text {opt }}$ | $N$ | $n$ | $E_{n}$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.001 | 0.2 | 30 | 0 | -0.968752703034398668606599656913 |
|  |  | 35 | 2 | -0.846820196725803540068942614468 |
|  |  | 45 | 4 | -0.731125549125734739132375767285 |
| 0.01 | 0.3 | 55 | 6 | -0.621888650443182657155148987662 |
|  |  | 70 | 0 | -0.903763987980773054539687567952 |
|  |  | 70 | 4 | -0.55080167079855788625484293582 |
|  |  | 70 | 6 | -0.06869625629351027 |
| 0.1 | 0.4 | 70 | 0 | -0.721530628487107638685036884 |
|  |  | 70 | 2 | -0.00789 |

which are closely related to those in (17). Actually, we see that

$$
\mathcal{S}_{n}(k)= \begin{cases}0, & \text { if } n+k \text { is odd }  \tag{31}\\ \mathcal{J}_{n / 2}\left(\frac{1}{2} k\right), & \text { if } n \text { and } k \text { are both even }, \\ \mathcal{J}_{n+1 / 2}\left(k+\frac{1}{2}\right), & \text { if } n \text { and } k \text { are both odd }\end{cases}
$$

from which

$$
\begin{equation*}
Q_{0, n}=\mathcal{N}_{0} \mathcal{N}_{n}\left[\sum_{k=2}^{2 M} \alpha^{-k-2} v_{k} \mathcal{S}_{n}(k)-\mathcal{S}_{n}(2)\right] \tag{32}
\end{equation*}
$$

is calculated immediately. Then we construct, from (14) and (11), the matrix $\mathcal{A}$ whose eigenvalues approximate the spectrum of the asymmetric Hamiltonian in question. Specimen computations are performed for the asymmetric double well potential (ADWP)

$$
\begin{equation*}
V(x)=v_{2} x^{2}+v_{3} x^{3}+v_{4} x^{4} \tag{33}
\end{equation*}
$$

which has two minima located asymmetrically about the origin, if the parameters satisfy the inequalities $v_{4}>0$ and $9 v_{3}^{2}-32 v_{2} v_{4}>0$. Here, we take into account the alternative form

$$
\begin{equation*}
V(x)=c_{1} x^{2}\left(x+c_{2}\right)(x-1), \quad 0<c_{2}<1, \quad c_{1}>0 \tag{34}
\end{equation*}
$$

of the ADWPs proposed by Taşeli [11], and give results in table 5 for several values of $c_{1}$ and $c_{2}$.

These potentials are of practical interest for the protonic movement of hydrogenbonded systems [8]. Znojil [9] constructed Hill's determinant of the problem by matching two power series valid for negative and positive values of the argument, respectively. Some numerical resuls were introduced by Diaz et. al. [10], but a more systematic numerical study of the ADWPs may be found in [11].

Finally, we revisit an asymmetric, non-polynomial potential

$$
\begin{equation*}
V(x)=\left(\mathrm{e}^{-\gamma x}-1\right)^{2}, \quad \gamma>0 \tag{35}
\end{equation*}
$$

Table 5
Eigenvalues of ADWPs in (34) as functions of $c_{1}$ and $c_{2}$.

| $c_{1}$ | $c_{2}$ | $\alpha_{\text {opt }}$ | $N$ | $n$ | $E_{n}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.001 | 0.25 | 1 | 54 | 0 | 0.220496933551383181180584101238 |
|  |  |  | 56 | 1 | 0.799076156134041042756335888803 |
|  |  |  | 57 | 2 | 1.57942587271504218683978827734 |
|  |  |  | 59 | 3 | 2.47522712627695799794035521170 |
|  | 0.50 | 1 | 54 | 0 | 0.218255536797065407353982485212 |
|  |  |  | 55 | 1 | 0.793475852449351300718466956320 |
|  |  |  | 58 | 2 | 1.57172679916698475158744920798 |
|  | 0.75 | 1 | 55 | 3 | 2.46559653778513857485769551122 |
|  |  |  | 55 | 1 | 1.78586787000859825533139593343 |
|  |  |  | 58 | 2 | 1.56128663569537511077602130473 |
|  |  |  | 58 | 3 | 2.45254272146417876380609181126 |
| 100 | 0.25 | 1.2 | 66 | 0 | -4.27734484918247416684734884802 |
|  |  |  | 67 | 1 | 7.08051739136415865609071035027 |
|  |  |  | 67 | 2 | 19.8177615026188213991753255253 |
|  |  |  | 67 | 3 | 36.2093372962877065845582426089 |
|  | 0.50 | 1.2 | 68 | 0 | -6.81605204753673698256143036600 |
|  |  |  | 68 | 1 | 4.67569393055829005799713584824 |
|  |  |  | 69 | 2 | 15.9732041363178365616009225347 |
|  |  |  | 67 | 3 | 31.5055466305195512608000758721 |
|  | 0.75 | 1.2 | 65 | 0 | -9.45947921222451285854656258441 |
|  |  |  | 67 | 1 | 0.010560072717619621379801416914 |
|  |  |  | 67 | 2 | 10.8669772334767685626535065036 |
|  |  |  | 67 | 3 | 24.8889911755193817971340010719 |

which has a composite spectrum unlike the polynomial oscillators. It is known as the Morse potential (MP) and is used to model the purely vibrational levels of diatomic molecules [12]. The number of discretely distributed spectral points of the MP, located on the energy interval $(0,1)$, depends completely on the parameter $\gamma$ and has no bound states at all if $\gamma>2$ [13]. The MP admits exact analytical solutions on the unphysical domain of $x, x \in(-\infty, \infty)$, due to the fact that $x$ in (35) denotes the internuclear distance which should not be negative. However, we proved numerically in [14] that Morse's original assumption of the inclusion of the unphysical portion $(-\infty, 0)$ does not cause a significant deviation from the correct eigenvalues representing the physical domain.

The numerical results for the MP are shown in table 6. It should be noted that the matrix elements are determined recursively without any trouble using the values of the array

$$
\begin{equation*}
Q_{0, n}=\mathcal{N}_{0} \mathcal{N}_{n}\left\{\alpha^{-2}\left[\mathrm{e}^{t^{2}} \mathcal{R}_{n}(t)-2 \mathrm{e}^{t^{2} / 4} \mathcal{R}_{n}\left(\frac{1}{2} t\right)+\mathcal{R}_{n}(0)\right]-\mathcal{S}_{n}(2)\right\} \tag{36}
\end{equation*}
$$

Table 6
Eigenvalues of the MP $V(x)=\left(\mathrm{e}^{-\gamma x}-1\right)^{2}$, as a function of $\gamma$.

| $\gamma$ | $\alpha_{\text {opt }}$ | $N$ | $n$ | $E_{n}$ | $E_{\text {exact }}$ |
| :---: | :---: | :---: | :---: | :---: | ---: |
| 0.02 | 0.1 | 101 | 0 | 0.019900000000000000000000000001 | $199 \times 10^{-4}$ |
|  |  |  | 1 | 0.059100000000000000000000000001 | $591 \times 10^{-4}$ |
|  |  |  | 2 | 0.097500000000000000000000000001 | $975 \times 10^{-4}$ |
|  |  |  | 3 | 0.135100000000000000000000000001 | $1351 \times 10^{-4}$ |
| 0.2 | 0.4 | 102 | 0 | 0.171900000000000000000000000001 | $1719 \times 10^{-4}$ |
|  |  |  | 1 | 0.1900000000000000000000008 | $19 \times 10^{-2}$ |
|  |  |  | 2 | 0.510000000000000005 | $51 \times 10^{-2}$ |
|  |  |  | 3 | 0.910000000005 | $75 \times 10^{-2}$ |

at $t=\gamma / \alpha$, where

$$
\begin{equation*}
\mathcal{R}_{n}(t)=\int_{-\infty}^{\infty} \mathrm{e}^{-(\xi+t)^{2}} H_{n}(\xi) \mathrm{d} \xi=\sqrt{\pi}(-2 t)^{n} \tag{37}
\end{equation*}
$$

with $\mathcal{R}_{n}(0)=\sqrt{\pi} \delta_{0, n}$.

## 4. Discussion

In this work, the eigenvalues of one-dimensional quantum problems are computed accurate to 30 digits in most cases. It is contented with finding lower eigenvalues since a variational method becomes forbiddingly laborious for higher excited states. Another very general disadvantage of the method is that each matrix element requires an integration. Fortunately, we overcome successfully this difficulty deriving nice recursive relationships.

The accuracy of the results is checked by increasing the truncation size $N$ in a systematic manner. Furthermore, the results are confirmed by several values of the parameter $\alpha$, whose optimum values are also included in the numerical tables. It is not surprising to deduce from tables 1 and 2 that the optimum values increase as the anharmonic interactions get stronger.

The optimality of the parameter $\alpha$ may be seen clearly in table 7. As an illustrative example, we list the matrix sizes $N$ corresponding to different values of $\alpha$ for the quartic oscillator with a large anharmonic term. Note that, in table 7, the $N$ denote matrix sizes at which the desired (fixed) accuracy for $E_{0}$ is reached. Therefore, as is recorded in table 1 the optimum value is $\alpha_{\text {opt }}=14$ for the ground state energy of the potential $V(x)=x^{2}+100000 x^{4}$.

The spectral properties of the SDWPs in (16) are virtually the same as the quartic oscillator for large enough values of $v_{4}$. However, the lower eigenvalues are closely bunched in pairs if the two wells are sufficiently separated. This situation corresponds to weak couplings when $v_{4} \ll 1$ and implies the tunneling through the potential barrier.

Table 7
Convergence rate of the ground state of the quartic oscillator

| $V(x)=x^{2}+v_{4} x^{4}$, where $v_{4}=100$ |  |  |  |  |  |  |  |  | 000 , as a function of $\alpha$. |
| :--- | ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha$ | 8 | 10 | 12 | 13 | 14 | 15 | 17 | 20 | 23 |
| $N$ | 69 | 41 | 33 | 31 | 30 | 31 | 37 | 47 | 69 |

In such a case, the determination of the gaps between pseudodegenerate eigenvalues becomes more important. We infer from table 3 that the scaled Hermite-Weber basis has the capability of giving those eigenvalues without any loss of accuracy. This may be regarded as quite an impressive result if we recall the fact that many methods fail for potentials with degenerate minima [15-18].

The last example of problems with a reflection symmetry is the GP in (23) whose radial form received more attention in the literature [19-21]. It is known that there exists a threshold value of the parameter $\beta$, say $\beta_{\mathrm{thr}}$, beyond which the particular bound state being considered can no longer survive. We notice, from table 4 , that as $\beta$ approaches $\beta_{\mathrm{thr}}$ a remarkable slowing down of convergence occurs for very weakly bound states, with $E$ just below zero.

In the case of an asymmetric operator, the matrix sizes $N$ are relatively larger since there is no characterization of the energy spectrum of being even or odd parity. Therefore, we include all basis elements in our formulation without any decomposition. Nevertheless, we achieve the same accuracy as the symmetric cases, as shown from tables 5 and 6 . We observe again, from table 6 , that the method fails in computing the eigenvalues of the MP at the near border of the continuum as $E$ tends toward one.

As a final remark, we could not get success in stating an analytic estimation for the optimum values of $\alpha$. However, we perceive that the experimental optimum values determined here, for instance, for the quartic oscillator are in good agreements with some WKB estimates [22]. Furthermore, it seems that it is straightforward to extend such a scaled basis to two-dimensional Schrödinger equation as well.
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