Schaum’s Solved Problems Series
| INTRODUCTION
Bach e in th eres s 3 complete and eert sourceof | TO PROBABILITY
AND STATISTICS

Principles and Applications for Engineering

3000 Solved Problems in Calculus | d the C . .
2500 Solved Problems in College Algebra and Trigonometry and the Ompﬂ'ﬂng Sciences

2500 Solved Problems in Differential Equations »
2000 Solved Problems in Discrete Mathematics \ Third Edition
3000 Solved Problems in Linear Algebra

2000 Solved Problems in Numerical Analysis

3000 Solved Problems in Precalculus

Titles on the Current List Include:

Available at most college bookstores, or for a complete list

of titles and prices, write to: Schaum Division
McGraw-Hill, Inc. J. S. Milton
1221 Avenue of the Americas

New York, NY 10020 Radford University

Jesse C. Arnold

Virginia Polytechnic Institute
and State University

MecGraw-Hill, Inc.

New York St. Louis San Francisco Auckland Bogotd Caracas Lisbon
London Madrid Mexico City Milan Montreal New Deihi
San Juan Singapore Sydney Tokyo Toronto




U CHAPTER G AnGEY QU e

FIGURE 2.4
TA = (AN TA) U (B N TA)
U(AB N T4) U (O N TA).

Since the question asked is conditi inclinati
o onal, the first inclination is to t
definition of conditional probability. Let us do so. i

P[4 N TA]
P[TA]

Unfor.u_mateiy, neither P[4 N TA] nor P[TA] is given. We must compute these
quantities for ourselves. Each is easy to find. Note that by the multiplication rule,

P[A N TA] = P[TA|A]P[ A]

(.88)(.41)
= 36

P[AITA] =

Note also that the event T4 can be partitioned into four mutually exclusive events,
¥

as shown in Fig. 2.4. That is,
TA =(AﬂTA)U(BnTA)U(ABnTA)U(OnTA)
By axiom 3,
P[TA] =P[ANTA] + P[Bn TA] + P[AB N TA] + P[O N TA]

Applyulg the multlpllCatlon I“ule to eac]l (]i the terms on the n ]I.tv] 1a e O
I h
g nd Sld f thls

P[TA] = P[TA|A]P[ A] + P[TAIB]P[ B]
+P[TA|AB]P[ AB] + P[TA|0]P[O]

(:88)(41) + (.04)(.09) + (.10)(.04) + (.04)(.46)
= .39
Substituting .39 for P[TA] yields

_ P[ANnTA]
P[T4]

.36

39

= .92

P[AITA]
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The previous problem was solved using Bayes’ rule. We now state the rule.
By a partition of § we mean a collection of mutually exclusive events whose
union is S. :

Theorem 2.4.1 (Bayes’ theorem). Let A,, A5, A, ..., A, be a collection of events
which partition S. Let B be an event such that P[B] # 0. Then for any of the
events A;, j = 120355 0

P[Bl4;]P[4;]

Y. P[Bl4;]P[ 4]
i=1

P[A4;B] =

To see that Bayes’ theorem was used in Example 2.4.1, make these
notational changes:

A=A A;=AB B=TA
A2:B A4=O

and use the theorem to find P[A4,|B]. Your answer will, of course, agree with
that obtained earlier.

CHAPTER SUMMARY

In this chapter we presented some of the laws that govern the behavior of
probabilities. We began with the axioms and from those we were able to derive
the remaining laws. In particular, we derived the addition rule, which deals with
(he probability of the union of two events; the multiplication rule, which deals
with the probability of the intersection of two events; and Bayes’ theorem,
which deals with conditional probability. We introduced and defined important
terms that you should know. These are:

Conditional probability Independent events

Care must be taken when using the concept of independence. In an applied
problem, be sure that it is reasonable to assume that events 4 and B are
independent before finding the probability of their joint occurrence via the
definition P[4 N B] = P[AlP[B].

EXERCISES

Section 2.1

1. The probability that a wildcat well will produce oil is 1,/13. What is the probability
that it will not be productive?

2. The theft of precious metals from companies in the United States is becoming a
serious problem. The estimated probability that such a theft will involve a particular
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r ] I8 cnarrir:

{ metal is given below: (Based on data reported in “Materials Thelt," Materials
Engineering, February 1982, pp. 27-31.)

11, Derlve the addition rule. 'I.I
Hint: Note that _

A= (A4, NnA) V(A4 N A)
A, = (A, NAy) U (4 NA,)
A, UAy = (A, N Ay) U (4 N A) L (47 0 42)

Apply axiom 3 to each of these expressions. . B |
12, Let A, and A, be mutually exclusive. By axiom 3 P[A,UA,]= P[A]+ PlA,]
Show that the general addition rule yields the same result.

tin: 1,/35 platinum: 1 /35 nickel: 1/35
steel: 11/35 gold: 5/35 zinc: 1/35
copper: 8/35 aluminum: 2/35  silver: 4 /35
titanium: 1 /35

(Note that these events are assumed to be mutually exclusive.)

(a) What is the probability that a theft of precious metal will involve gold, silver, or
platinum?

(b) What is the probability that a theft will not involve steel?

3. Assuming the blood type distribution to be A: 41%, B: 9%, AB: 4%, O: 46%, what

is the probability that the blood of a randomly selected individual will contain the A

antigen? That it will contain the B antigen? That it will contain neither the A nor
the B antigen?

Nectlon 2.2

' i hese questions. _
4, Use the data of Exercise 5 to answer t W
: (r:)L What is the probability that a randomly selected worker will die given that he is
1ation?
-xposed to the lethal dose of radiation? _ 3 e
(h) l\,:’flat is the probability that a randomly selected worker will not die given-that
i diation?
he is exposed to the lethal dose of ra .
(¢) What theorem allows you to determine the answer to (b) from knowledge of wne
answer to (a)? g g _
() What is the probability that a randomly selected worker will die given that he is
?
not exposed to the lethal dose? _ ;B
(¢) Is Pldie] = Pldie|exposed to lethal dose]? Did you expect these to be the same?
Explain. : .
4. Use the data of Exercise 4 to answer these c}ues ions. .
1 (a) What is the probability that in an engine system s_uchf ai ;hat described the
i i i i he main engine fails?
backup engine will function given that t ‘ engin ‘
(h) Is P[blztckup functions] = P[backup functions|main fails]? Did you expect these
to be the same? Explain. ‘ ‘
15. In a study of waters near power plants and other industrial pla_ms thfat ;clegsei
4 i i found that 5% showed signs of chemica
astewater into the water system it was _ A
:nd t:he:rrn:zd pollution, 40% showed signs of chemical pollu;loﬁ, anddSS%c ::;\r:l(;
i i hat the results of the study a
vidence of thermal pollution. Assume t e
?eﬂect the general situation. What is the probability that aqst\;eﬁn: ‘lh;::};(::bsaﬁ;‘i];
i i i ical pollution? at is
mal pollution will also show signs of chepuca : ility
:}112: a st:')eam showing chemical pollution will not show signs of thtﬂ.:rmal pgllutmn.
16. A random digit generator on an electronic calculator is activated t}#l?e to 51T:lz;tela
: random two-digit number. Theoretically, each digit from 0 to 9 is just as likely to
appear on a given trial as any other digit. gy
(a) How many random two-digit numbers are posts:t‘nle.q
(b) How many of these numbers begin with thfil dl‘gl‘t; 3
ith the digit 97
How many of these numbers end wn_ it ) . o
Efi)) How many of these numbers begin with the digit 2 and end wl}h the_dlgltl.?. "
(e) What is the probability that a randomly formed number ends with 9 given that 1
begins with a 2 Did you anticipate this result?
17. In studying the causes of power failures, these data have been gathered.

4, Assume that the engine component of a spacecraft consists of two engines in
parallel. If the main engine is 95% reliable, the backup is 80% reliable, and the
engine component as a whole is 99% reliable, what is the probability that both
engines will be operable? Use a Venn diagram to find the probability that
the main engine will fail but the backup will be operable. Find the probability that
the backup engine will fail but the main engine will be operable. What is the
probability that the engine component will fail?

5. When an individual is exposed to radiation, death may ensue. Factors affecting the
outcome are the size of the dose, the length and intensity of the exposure, and the
biological makeup of the individual. The term LDy is used to denote the dose that
is usually lethal for 50% of the individuals exposed to it. Assume that in a nuclear
accident 30% of the workers are exposed to the LDy, and die; 40% of the workers
die; and 68% are exposed to the LDg, or die. What is the probability that a
randomly selected worker is exposed to the LDs,? Use a Venn diagram to find the
probability that a randomly selected worker is exposed to the LDs; but does not die.
Find the probability that a randomly selected worker is not exposed to the LDs, but
dies.

6. When a computer goes down, there is a 75% chance that it is due to an overload
and a 15% chance that it is due to a software problem. There is an 85% chance that
it is due to an overload or a software problem. What is the probability that both of
these problems are at fault? What is the probability that there is a software problem
but no overload? y

*7. Derive Theorem 2.1.1.
Hint: Note that § = § U @ and that § and @ are mutually exclusive. Apply
axioms 3 and 1.
*8. Derive Theorem 2.1.2.
Hint: Note that § = 4 U A" and that 4 and A" are mutually exclusive. Apply
axioms 3 and 1.
*9. Let 4 C B. Show that P[A] < P[B].
Hint: B=A U (A' n B). Apply axioms 3 and 2.
“10. Show that the probability of any event A is at most 1.
Hint: A € §. Apply Exercise 9 and axiom 1.

L .

50, are due to transformer damage
80% are due to line damage
1% involve both problems




Based on thes

i ese percentage i

G g wges, approximate the probability that a glven po [
wer fallu

(a) line i

) e 3§;nn:12: gwcn that there is transformer damage
amage given that there is li -

(¢) transformer damage but not line da?nlasgzm el

(d) transfor
mer damage given
that i ;
(e) transformer damage or line dar:llz:zze is no line damage

Section 2.3

.18. Let 4, and 4
1 , be events such that P[A4,] =
PRl g e S AL R AR
o AI and A, I:_n: events such that P[A4,] = .6, P[4
20. Consid and A, independent? 11 =6, P[4,] = 4and P[4, UA,] =8
. nsider you : N
s Yan c;' :n?wer to Exer01se 14(b). Are the events A,:
o G iI,'l popu]az{' the main engine fails independent? ¢, the backin, Craii
o ion genetics indicat ;
mining the Rh bl te that 39% of the avai
individual has tw{(})orc:efga:l‘i(:rg are negative. Rh negative blood ?)lrl:zzl; iEfcncj for deter-
i genes. One e and only if th
parent. What 5% gene is inherited 9
o is the probability that a random! ll}dept?ndcntly from each
22 gative blood? y selected individual will have Rh
. An individual’s bl |
! ood .
Fird the probability til::u;) (A, B, AB, O) is independent of the Rh classificati
blood. Hint: Sce Ex randomly selected individual wi Ssificarion
23. The use of .pla:t ample 2.1.1 and Exercise 21 A WAL e, A5 gty
: appearance in pros i ‘
prospecting. One indi pecting for ore deposits is ;
Siiiroas thit f(';rllz'lldllci:\ar\tor of copper is a small mint wl?t}fﬂ;s ':acallcd grobotanice
copper content and agzi;,n Z;Blon. there is a 30% chance that :II:': “E(?'lloixed ol
s %» chance that the mint wi il has a high
content is i e mint will b g
(a) Findl t:égg};}gzg?l_ls a 70% chance that the mint \:il?li::ent thoRe -1 Qe copped
Sl ility that the copper content will be higﬁrznsiin:he sl will b
nt wi e

(b) Find the ili
probability th 3
’ present. ty that the copper content will be high given that the mi
4. The most comm fenie
on water pollut g
broken down b b snfsare ozpc, O
‘ y bact g . dInce most i i
in a depletion of av;{;?)l?:;lx;equlr? SV, N S Ofga(:ll;iarlrlllact:?rate“als —
living in the wat gen. In turn this can b may result
oy The ¢ harmful t :
oxygen demand (BOD) d;msitfiyforfmgen by the bactera s caled the bielogica
revealed that 35% have. . of streams located n ; X oEes
’ . a high BOD, 1 . ear an industrial co
with high acidity hav : » 10% show high acidi npic
 acidity have a high BOD. Fi ' acidity, and 40% of stre
25 ircta md will exhibit both characteristicsInd the oD e SCIB;r:g
. A study of major flash flood .
- s that occ
probability that a fi . urred over the Iastol indic
dam failure duringa:ll:cﬂgoof): z.lrﬂ;ng will be issued is .5 andyfﬁzi :lllglbalc;‘- L
R : is .33. The e probability of
warning is issued is .17. Find probability of CalE i
‘ 17. the orcbabill ailure given th
and a dam failu i probability that a Hast BES i i i ity
L e re will occur. (Based on data reported i SR 0 issucd
26, The abili echnology, 1980, pp. 185-186.) in MEEERRINA ¥4 rbook of
- ility to observe and recall details i i
power of suggestion can di ctails is importantiiniSiiSEE.
n distort memory. A study of recall is cund:{(llz:iunm?hl’rl, e
" ‘led as follows:

(il Hall the subjects are asked,

i

11, The probability that a uni

30, Show that the
139, Show that if A, and A, are i
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hh o car s moving along a country road. There is no
i i the film, The subjeets are then asked a series of questions concerning the
1 tHow fast was the car moving when it passed the
b The other half is not asked the question. Later each subject is asked; “Is
here n bham in the film?"” Of those asked the first question concerning the barn,
1710 answer tyes' only 305 of the others answer ‘“‘yes.” What is the probability that
u randomly selected participant in this study claims to have seen the nonexistent
b 18 claiming o see the barn independent of being asked the first question

ahout the barn? Hint:

Hubjeets hre shown i filim fn whic

Plyes] = P[yes and asked about barn] + P[yes and not asked about barn]

(Bhased on a study reported in McGraw-Hill Yearbook of Science and Technology,

{081, pp. 249-251)
t of blood was donated by a paid donor is .67. If the donor

ability of contracting serum hepatitis from the unit is 0144, 1f the
lity is .0012. A patient receives a unit of blood.

was paid, the prob
ing serum hepatitis from this

donor was not paid, this probabi
What is the probability of the patient’s contract

source?
ent of every other event.

impossible event is independ
are also independent.

ndependent, then A, and A,

Hint: A, = (A4, O A)u 4N As).
‘40, Use Exercise 29 to show that if A, and A,
also independent.
‘41, It can be shown that
independent events.
Ay, Azyeeos A, are al
to find the probability that at
operable at the time of the launch.
‘2. Let A, and A, be mutually exclusive events such that p{A4,1P[A4,) > 0. Show that
these events are not independent.
‘33, Let A, and A, be independent events cuch that PLA,1PLA2]> 0. Show that these
not mutually exclusive.

are independent, then A, and A are

the result of Exercise 30 holds for any collection of n

That is, if A Ay WS independent, then
so independent. Use this result and the data of Example 2.3 A
least one of the three computer Systems will be

events arc

Section 2.4
34. Use the data of Example 24.1 to find the probability

typed as having type A blood actually had type B blood.
detect a particular type of arthritis in individuals over

35. A test has been developed t0
50 years old. it is known that approximately 10% of the
individuals in this age group suffer from this form of arthritis. The proposed test
was given to individuals with confirmed arthritic disease, and a correct test result
t was administered to individuals of

was obtained in 85% of the cases. When the tes
the same age group who were known tO be free of the disease, 4% were reported to

have the disease. What is the probability that an individual has this disease given
that the test indicates its presence?
36. It is reported that 50% of all computer chips produced are defective. Inspection
ensures that only 5% of the chips legally marketed arc defective. Unfortunately,
some chips are stolen before inspection. 1f 1% of all chips on the market are stolen,
find the probability that a given chip is stolen given that it is defective.

that an inductee who was
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37. As society becomes dependent on computers, data must be communicnted via
public communication networks such as satellites, microwave systems, and tele-
phones. When a message is received, it must be authenticated. This is done by using
a secret enciphering key. Even though the key is secret, there is always the
probability that it will fall into the wrong hands, thus allowing an unauthentic
message to appear to be authentic. Assume that 95% of all messages received are
authentic. Furthermore, assume that only .1% of all unauthentic messages are sent
using the correct key and that all authentic messages are sent using the correct key.
Find the probability that a message is authentic given that the correct key is used.

REVIEW EXERCISES

38. A survey of engineering firms reveals that 80% have their own mainframe computer
(M); 10% anticipate purchasing a mainframe computer in the near future (B); and
5% have a mainframe computer and anticipate buying another in the near future.
Find the probability that a randomly selected firm:

(a) has a mainframe computer or anticipates purchasing one in the near future
(b) does not have a mainframe computer and does not anticipate purchasing one in
the near future

(c) anticipates purchasing a mainframe computer given that it does not currently
have one

(d) has a mainframe computer given that it anticipates purchasing one in the near

future
39, In a simulation program, three random two-digit numbers will be generated inde-

pendently of one another. These numbers assume the values 00,01, 02, ..., 99 with

equal probability.

(a) What is the probability that a given number will be less than 507

(b) What is the probability that each of the three numbers generated will be less
than 507

40. A power network involves three substations A, B, and C. Overloads at any of these
substations might result in a blackout of the entire network. Past history has shown
that if substation A alone experiences an overload, then there is a 1% chance of a
network blackout. For stations B and C alone these percentages are 2% and 3%,
respectively. Overloads at two or more substations simultaneously result in a
blackout 5% of the time. During a heat wave there is a 60% chance that substation
A alone will experience an overload. For stations B and C these percentages are 20
and 15%, respectively. There is a 5% chance of an overload at two or more
-substations simultaneously. During a particular heat wave a blackout due to an
overload occurred. Find the probability that the overload occurred at substation A
alone; substation B alone; substation C alone; two or more substations simultane-
ously.

41. A computer center has three printers 4, B, and C, which print at different speeds.
Programs are routed to the first available printer. The probability that a program is
routed to printers A, B, and C are .6, .3, and .1, respectively. Occasionally a printer
will jam and destroy a printout. The probability that printers 4, B, and C will jam
are .01, .05, and .04 respectively. Your program is destroyed when a printer jams.

What is the probability that printer A is involved? Printer B is involved? Printer C
is involved?

;‘ -

il

43,

44.
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' ticule .ss at an oil refinery. Past
i e ie i charge of a particular process a ;
hemienl engineer is in charge 0 ] o ey
Ax :i‘r‘i:::tr inditulcs that 10% of all shutdowns :}rc due ctio equt;r:::tr rfg: e
:.'ilh are due to a combination of equipment _fallull;c anOb;)gie;irw .. ;
.involvc operator error. A shutdown occuTs.‘Fma;i tde pr
(a) equipment failure or opcrat?r ;rror is involve
' is i Ve
(b) operator error alone is involvec : o
(c) nzilhcr operator error nor equipment fal‘lure is 1;1\{;)11\;2(10““1-5
(d) operator error is involved given that equgpmcl:lz leilurc e
i - is involved given that equipme ; .
(¢) operator error 1 Invo < 1 i &
ili rakes on large
| t the probability that the air Y
/\bS:} m(;a:lr;ralong d:wngrade is .001. Assume also that t_h_e cmc;gl;encybbrraa;(lzzg o
i1)arc;ccsucan stop a truck on this downgrade with probalt)nll;?{ t.S.th tx:svf:
o ind the probability tha
i ly of one another. Fin
operate independent 5 e
i i ency brakes can
the air brakes fail but the emerg it
((;3 the air brakes fail and the cmergen(l:ly lirakisgc;:::tﬁl :;ot;; cth:i s
the truc
ergency brakes cannot stop he air Cand
. ﬂ'lg eThcgproblem of Example 1.2.3. Assume that s_arnphng 1shmd::€:ndrir:"e o
ﬁlzr:s;tc;ach stage the probability of obtaining a defectw:l );r)a;th:rt ;'nthe ppmbabiliw
i is working correctly, S
i rectly is .01. If the process.ls W 4 i
‘twhortkiﬁi ;(r);t dechtivc part will be obtained on the fourth sample? On or
a

fourth sample?
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TABLE 3.11

Time Random N
nds umber of Number of
span, 3-digit arrivals departures :inl:imu)l;e trirc:; 18,::::1 "

min number  (x) » (2)
1 015 0 00
AT R
s w8 2 | ”
oo ’ >
s g1 y g

433 1 103

time, we could begi

’ gin to answer such i

planes are on 3 questions as: “On t

il the ground at a given time?” and “How he average, how many
er of planes on the ground?” much variability is there in

CHAPTER SUMMARY

In this chapter we introduced th

R oo i « e concept of a random varia

s gf:i:il;ltiz :;sclr;;e c1l*ancllom varialble from one thatbils;cr?;ddi]:ci\:? : y\'???u
eridiehns used,to comcnsny funct{cfn and the cumulative distril;:-t' :
g dssog e pute probabilities. The density gives ithe prol;l l]:uoln
aid e P g i ¢ value x; the cumulative distribution give: : 111-
iyl i :‘; value less than or equal to x. The con S
e B e :?e ! and used to define three important pau'a(:ept i
e lmo-t : ), and the s:tandard deviation (o). The m:l in
sk ;_;gn of the distribution; the variance and st andls y
i i iabi 1ty' of the random variable about its m e e
e e di1on was l‘ntr'odu?ed as a means of finding the rﬁan- e
oo s presesnctre(:c distributions that find extensive use in a‘:lim .
e el Bce ; Tl'lese are the geometric, hypergeometric ey
Ridirm g [,0 Sirnl;lz;.,l;tl: uncllf.orm, anc! Pqissou distributions. V\’f;l Z%sai;
defined terms that you should knm: "[‘lhsg;?;r:'lsmbution' N

Random variable
D?screte random variable
g:lscrcte density
erie e A—
Exp;;ztév:af:s;tnbunon Moment generating function
i Sampling with replacement
Sampling without replacement

Variance
~Standard deviation
Bernoulli trial
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LXERCISES

Nevtlon M1

iy each of the following, ete or not discrete.

identify the variable as discr
1, T:the turnaround time for a computer job (the time it takes to run the program and

receive the results).
2. M:the number of meteorites
3. N: the number of neutrons expe
uranium-235.

hitting a satellite per day.

lled per thermal neutron absorbed in fission of

4. Neutrons emitted as ther prompt neutrons or delayed

neutrons. Prompt neutrons account for about 99% of all neutrons emitted and are

released within 10~ s of the instant of fission. Delayed neutrons are emitted over
a period of several hours. Let D denote the time at which a delayed neutron is
emitted in a fission reaction.

5. Electrical resistance is the opposition which is offered by electrical conductors to
the flow of current. The unit of resistance is the ohm. For example, 2 21-inch
electric bell will usually have a resistance somewhere between 1.5 and 3 ohms. Let
O denote the actual resistance of a randomly selected bell of this type.

6. The number of power failures per month in the Tenness

a result of fission are €i

ee Valley power network.

Section 3.2
7. Grafting, the uniting of the stem of one plant with the stem or root of another, is
that produces fine fruit on

widely used commercially to grow the stem of one variety
tem. Most Florida sweet

the root system of another variety with a hardy root sys
oranges grow on trees grafted to the root of a sour orange variety. The density for
X, the number of grafts that fail in a series of five trials, is given by Table 3.12.

(a) Find f(5).

(b) Find the table for F.

(¢) Use F to find the prob
grafts fail.

(d) Use F to verify

ability that at most three grafts fail; that at least two

that the probability of exactly three failures is .03.

TABLE 3.12

fo |7 2 05 0

8. In blasting sO holes bored to hold the explosives are
drilled with a Kelly bar. This drill is designed so that the explosives can be packed
into the hole before the drill is removed. This is necessary since in soft rock the hole

often collapses as the drill is removed. The bits for these drills must be changed

fairly often. Let X denote the npumber of holes that can be drilled per bit. The

ft rock such as limestone, the




B4  cuarrir

TABLE 3.13

X

density for X is given in Table 3.13. (Based on data reported in The Explosives |

Engineer, vol. 1, 1976, p. 12.)
(a) Find f(8).
(b) Find the table for F.

(¢) Use F to find the probability that a randomly selected bit can be used to drill

: bt_:tween three and five holes inclusive.
d) Find P[X < 4] and P[X < 4]. Are these probabilities the same?

(e) Find F(—3) and F(10). Hint: Express these in terms of the probabilities that

they represent and their values will become obvious.

|12345678

fo e 0 05 2 4 2 01 2

9. i
Consider Example 1.2.1. Let X denote the number of computer systems operable at

10.

In parts (c), (d), and (e) of each of the next two exercises we point out the necessary and

sufficient conditions for a function F i
: to be istributi i
e e a cumulative distribution function for a

the time of the launch ili
st nch. Assume that the probability that each system is oper-
Eg) Use thf: tree of Fig. 1.2 to find the density table.

) There is a pattern to the probabilities in the density table. In particular.

f(x) = k(x)(9)*(.1)*™*

r;;z::eﬁi(;{) %Ji::s E:‘lzc?sl;ngerfof paths through the tree yielding a particular
of compute;'s available and tl:)e S::lll;-ei L‘;:::;;SS el s
(¢) Find the table for F. -
Ez:)) 8:: i tt(; 1;111::[ ttl:a l::::::;a;:,i'ﬁ‘ty that at least one system is operable at launch time.
o wlin ility that at most one system is operable at the time of
It is known that the probability of being able to log on to a computer from a remote

terminal at any given time is .7. Let X d
i s encte the number
made to gain access to the computer. i e

(a) Find the first four terms of the density table.
(b) Find a closed-form expression for f(x).

(¢) Find P[X = 6].

(d) Find a closed-form expression for F(x).

(e) Use F to find the ili
probability that at most four a i
by ttempts must be made to gain

(f) Use F to find the ili
probability that at least fivi .
st ey . ast five attempts must be made to gain

DINCIETE DIsTIRIBUTIONS BS

Hyen though there is no closed-form expression for the cumulative distribution
function of Exercise 7, we can rewrite it as follows:

0 x<0
70 D<x<l1
90 1ok <2
F(x)s 95 25x<-3
98 3<x<4
9  4<x<3
1.00 b S

(a) Draw the graph of this function. Recall from elementary calculus that graphs of
this form are called step functions.

(b) Is F a continuous function?

(¢) Is F a right continuous function?

(d) What is lim, _,. F(x)? What is lim,, _« F(x)?

(e) Is F nondecreasing?

. (a) Express the cumulative distribution function F of Exercise 8 in the manner

shown in Exercise 11 and draw the graph of F.
(b) Is F a continuous function?
(¢) Is F right continuous?
(d) What is lim, _,, F(x)? What is lim, _, _. F(x)?
(e) Is F nondecreasing?

. State the conditions that are necessary and sufficient for a function F to be a

cumulative distribution function for a discrete random variable.
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14,

15.

16.

*17.

In an experiment to graft Florida sweet orange trees to the root of a sour orange
variety, a series of five trials is conducted. Let X denote the number of grafts that
fail. The density for X is given in Table 3.12.

(a) Find E[X).

(b) Find px.

(c) Find E[X?].

(d) Find Var X.

(e) Find o%.

(f) Find the standard deviation for X.

(g) What physical unit is associated with a?

The density for X, the number of holes that can be drilled per bit while drilling into
limestone is given in Table 3.13.

() Find E[X]and E[X?]

(b) Find Var X and oy.

(c) What physical unit is associated with oy?

Use the density derived in Exercise 9 to find the expected value and variance for X,
the number of computer systems operable at the time of the launch. Can you
express E[X]and Var X in terms of n, the number of systems available, and p, the
probability that a given system will be operable?

The probability p of being able to log on to a computer from a remote terminal at
any given time is 1. Let X denote the number of attempts that must be made to
gain access to the computer. Find E[X ]. Can you express E[X] in terms of p?




. sy

Hint: The series % x(.7)(.3)* ! = E[ X] is not geometric, To find £[X ), expand
this series and the series .3E[X]. Subtract the two to form the series 7E[X]
Evaluate this geometric series and solve for E[ X].

*18. The probability that a cell will fuse in the presence of polyethylene glycol is 1/2.

Let Y denote the number of cells exposed to antigen-carrying lymphocytes to obtain
the first fusion. Use the method of Exercise 17 to find E[Y].

*19. Let X be a discrete random variable with density f. Let ¢ be any real number,

Show that

(a) E[c] = c¢. Hint: Remember that constants can be factored from summations and
that Eall ,f(x) =1.

(b) E[cX] = cE[X].

*20. Use the rules for expectation to verify that Varc = 0 and Var cX = ¢? Var X for

any real number c. Hint: Var ¢ = E[c?] — (E[c]?.

21. Let X and Y be independent random variables with E[X] =3, E[X?]= 25,

E[Y] =10 and E[Y?] = 164.

(a) Find E[3X +Y — 8].

(b) Find E[2X — 3Y + 7]

(¢) Find Var X,

(d) Find oy.

(e) Find VarY.

(f) Find oy.

(g) Find Var[3X + Y — 8].

(h) Find Var[2X — 3Y + 7].

(i) Find E[(X — 3)/4] and Var[(X — 3)/4].

(j) Find E[(Y — 10)/8] and Var[(Y — 10)/8].

(k) The results of parts (i) and (j) are not coincidental. Can you generalize and
verify the conjecture suggested by these two exercises?

*22. Consider the function f defined by

f(x)=(1/2)27"  x=41,+2,+3,+4,...

(a) Verify that this is the density for a discrete random variable X. Hint: Expand
the series L, , f(x) for a few terms. A recognizable series will develop!

(b) Let g(X) = (—D¥ 121X /2|X] — 1)]. Show that L, ,g(x)f(x) < . Hint:
Expand the series for a few terms. You will obtain an alternating series that can
be shown to converge.

(¢) Show that T, ,lg(x)| f(x) does not converge. This will show that E[g(X)] does
not exist. Hint: Expand the series for a few terms. You will obtain a series that
is term by term larger than the diverging harmonic type series (1/3)L7_,1/x.

*23. (An application to sort algorithms.) In studying various sort algorithms in computer

science, it is of interest to compare their efficiency by estimating the average
number of interchanges needed to sort random arrays of various sizes. It is also of
interest to compare these estimated averages to the “ideal” average, where by
“ideal” we mean the expected minimum number of interchanges needed to sort the
array. In this exercise you will derive this ideal average. (American Mathematical
Association of Two-Year Colleges, “A Note on the Minimum Number of Inter-
changes Needed to Sort a Random Array,” with T. McMillan, I. Liss, and J. Milton,
Fall 1990.)
(a) Consider a random array of length n. When the positions of exactly two
elements of the array are exchanged, we say that an “interchange” has taken
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i an
plllce Let X, denote the minimum number of interchanges necessary to sort
’ "

array of size n. Note that
Xn e Xn—-I * I
of the array is in the correct position and I = 1

s ] w (i ast element
where I = 0 if the last ele iy o e o

otherwise. Argue that PLI = 0]
(h) Show that

1
E[I]=1-~

(¢) Argue that ’
E[Xn] o E[XH—I] + R ;

1
El X, 4] =ElXya) +1= =7

1
E[X, ;] = ElX, 3] +1- 73

1
E[X;] =E[X,]+1- 3

1
E[X,] =E[X,] +1 - )

E[X,]=0
(d) Use a recursive argument to show that
L |
" EX]=(n-D- L7
jm

iven in part (d) by finding E[Xs] '
ie used to approximate E[X, ] by noting that
r 1
5227 - fl.s t
te E[X;) and to compare the result to the exact

(e) Tlustrate the expression
(f) Elementary calculus can
n+.5 l

dt

Use this idea to approxima

ion found in part (e). : o
(g) s::ll:z::);om digit gznerator is used to generate sets of 100 different three-digit

mbers lying between 0 and 1. What is the ideal average number of inter-
nu
changes needed to sort such an array?
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24. The probability that a wildcat well will be productiv

is drilling wells in various parts of the country so that th

bearing on that of any other. Let X denote t

?;s)'t :’l;'l:fi that X is geometric and identify the value ??f the parameter p.
(b) What is the exact expression for the density for X7

e is 1/13. Assume that a group
e status of one well h_as no
he number of wells drilled to obtain the
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(c) What is the exact expression for the moment generating function for X7
(d) What are the numerical values of E[X], E[X?], o, and o?
(e) Find P[X = 2].
(f) Suppose that 10 wells have been drilled and no strikes have occurred. What is
the probability that at least 2 more wells must be drilled in order to obtain the
first strike? What property can be used to answer this question?
25. The zinc-phosphate coating on the threads of steel tubes used in oil and gas wells 18
critical to their performance. To monitor the coating process, an uncoated metal
sample with known outside area is weighed and treated along with the lot of tubing,
This sample is then stripped and reweighed. From this it is possible to determine
whether or not the proper amount of coating was applied to the tubing. Assume
that the probability that a given lot is unacceptable is .05. Let X denote the number
of runs conducted to produce an unacceptable lot. Assume that the runs are
independent in the sense that the outcome of one run has no effect on that of any
other. (Based on a report in American Machinist, November 1982, p. 81.)
(a) Verify that X is geometric. What is “success” in this experiment? What is the
numerical value of p?
(b) What is the exact expression for the density for X?
(c) What is the exact expression for the moment generating function for X'?
(d) What are the numerical values of E[X], E[X?], ¢?, and ¢?
(e) Find the probability that the number of runs required to produce an unaccept-
able lot is at least 3.
(f) Suppose that 19 lots have been inspected and that all 19 are deemed to be
acceptable. What is the probability that at least 21 acceptable lots are produced
prior to obtaining the first defective lot?
26. Let X be geometric with probability of success p. Prove that when x is a positive
integer, F(x) = 1 — g*. Verify that this result holds true for the density given in
Example 3.2.4. Argue that, in general, F(x) = 1 — gl*1.
27. Find the expression for the cumulative distribution function for the random variable
of Exercise 25. Use this function to find the probability that at most three runs are
required to produce an unacceptable lot.
28. A system used to read electric meters automatically requires the use of a 128-bit
computer message. Occasionally random interference causes a digit reversal result-
ing in a transmission error. Assume that the probability of a digit reversal for each
bit is 1,/1000. Let X denote the number of transmission errors per 128-bit message
sent. Is X geometric? If not, what geometric property fails?
29, Verify that the random variable X of Exercise 17 is geometric. Use Theorem 3.4.3
to find E[X] and compare your answer to that obtained in Exercise 17.
30. Verify that the random variable Y of Exercise 18 is geometric. Use Theorem 3.4.3 to
find E[Y] and compare your answer to that obtained in Exercise 18.
31. Consider the random variable X whose density is given by

x—32
rey =270

x =3,4,5

(a) Verify that this function is a density for a discrete random variable.
(b) Find E[X] directly. That is, evaluate L, “,.vc,\’(x).’r

(¢) Find the moment generating function for X.

o
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i i ifyi answer

(«) Use the moment generating function to find E[X], thus verifying your

to part (b) of this exercise. e

sind E1X 2] dircetly. That is, evaluate Ly « ; . s
(t})) !l;-l.:lml moment generating function to find E[X 2], thus verifying your ani

to part (e) of this exercise.
() Find o? and o. : _

Ly /f discrete random variable has moment generating function

my(t) =¥t

(a) Find E[X].
(b) Find EIZXZ].
(¢) Find o* and o. :
ic distributi h parameter p.
¥, X have a geometric distribution wit ) ; S i
& (Le)t Show that the probability that X is odd is pl/(l q), whe:tzit A
s Hint: If x is odd, then x can be expressed in the form x
m=123.... :
(b) Show that the probability that X is od
chosen for p. ' : ' b it
) istributi i dom variable is said to
j orm distribution.) A discrete ran _ _ oy
e fil’)lti?{)elffcz’:?cit assumes a finite number of values Wlﬂ} each value orc;l?u_rtn?hge\:l;? L
zlasr‘ne probability If we consider the generation of a single random digit, s
s .

iformly distributed with each possible digit occurring with

ated, is uni ) ssib M
mrl:tial;izligt:t;e/rlo In general, the density for a uniformly distributed random variabl
P . »

is given by

d is never 1/2 regardless of the value

itive integer
=1/n n a positive in
1= / X =Xy, X9, X350 X
i i iable.
(a) Find the moment generating function for a discrete umf;)rm r;n:;)m varial
(g) Use the moment generating function to find E[){ 1, E[})f Eilannumb.cr s
(¢) Find the mean and variance for the random vanablf:: , the i
‘ when a random digit generator is activated once. Hint: The Is;urr;i Lo
positive integers is n(n + 1)/2; the sum of the squares of the firs
integers is n(n + D2n + 1)/6.
35. Let the density for X be given by

f(x) =ce™*

(a) Find the value of ¢ that makes thi:v, a density.
(b) Find the moment generating function for X
(¢) Use my(t) to find E[X]

x=1,23%...
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36. Let X be binomial with parameters 7 =f 15 ;nd p=2
Find the expression for the density for X. _
E?))) Flitrlld the expression for the moment generating function for X.
i d Var X. . :
tfi)) 1;111:]3 JEf[[}}((]]a%[X 2], and Var X using the moment generating function,
verifying your answer to part (¢) of this exercise.

thus
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(e) Find P[X < 1] by evaluating the density directly. Compare your answer to that
given in Table I of App. A.

(f) Draw dot diagrams similar to that of Fig. 3.2 to illustrate each of these
probabilities, and find the probabilities using Table I of App. A.

P[Xx <5] P[X >3]
P[X < 5] F(9)
P[l2<X<T] F(20)
P[2<Xx<7] P[x=10]

37. Albino rats used to study the hormonal regulation of a metabolic pathway are
injected with a drug that inhibits body synthesis of protein. The probability that a
rat will die from the drug before the experiment is over is .2. If 10 animals are
treated with the drug, how many are expected to die before the experiment ends?
What is the probability that at least eight will survive? Would you be surprised if at
least five died during the course of the experiment? Explain, based on the probabil-
ity of this occurring.

38. Consider Example 1.2.1. The random variable X is the number of computer systems
operable at the time of a space launch. The systems are assumed to operate
independently. Each is operable with probability .9.

(a) Argue that X is binomial and find its density. Compare your answer to that
obtained in Exercise 9(b).
(b) Find E[X] and Var X.

39. In humans, geneticists have identified two sex chromosomes, R and Y. Every
individual has an R chromosome, and the presence of a ¥ chromosome distin-
guishes the individual as male. Thus the two sexes are characterized as RR (female)
and RY (male). Color blindness is caused by a recessive allele on the R chromo-
some, which we denote by r. The Y chromosome has no bearing on color blindness.
Thus relative to color blindness, there are three genotypes for females and two for

males:

Female Male

RR (normal) RY (normal)
Rr (carrier) rY (color-blind)

rr (color-blind)

A child inherits one sex chromosome randomly from each parent.

(a) A carrier of color blindness parents a child with a normal male. Construct a
tree to represent the possible genotypes for the child. Use the tree to find the
probability that a given child will be a color-blind male.

(b) If the couple has five children, what is the expected number of color-blind
males? What is the probability that three or more will be color-blind males?

40. In scanning electron microscopy photography, a specimen is placed in a vacuum
chamber and scanned by an electron beam. Secondary electrons emitted from the
specimen are collected by a detector and an image is displayed on a cathode-ray
tube. This image is photographed. In the past a 4- X 5-inch camera has been used.

It is thought that a 35-millimeter (mm) camera can obtain the same clarity. This

type of camera is faster and more economical than the 4-X 5-inch variety. (Based

41, It has been found that 80% of all printers used on home computers operate

PINCARTE iNTRIBUTIONE . #4

on i report entitled “Adaptation of a Thirty-Five Millimct.cr Photographic System

for a Scanning Electron Microscope,” E. A. Lawton, Biological Photography, vol. 50,

no, 3, July 1982, p. 65.) '

(a) Photographs of 15 specimens arc made using e_ach camera system. 'ghesle
unmarked photographs are judged for clarity by an impartial Jugge. The judge is
asked 1o sclect the better of the two photographs from e-ach pair. Lct X deno?e
the number selected taken by a 35-mm camera. If there is really no difference in
clarity and the judge is randomly selecting photographs, what is the expected
value of X7

(h) Would you be surprised if the judge selected 12 or more photographs taken by 1
the 35-mm camera? Explain, based on the probability involved. . ‘

(¢) If X = 12, do you think that there is reason to suspect that the judge is not .'!.
selecting the photographs at random?

correctly at the time of installation. The rest require some adjustment. A particular
dealer sells 10 units during a given month. :
(a) Find the probability that at least nine of the printers operate correctly upon
installation. . q
(b) Consider 5 months in which 10 units are sold per month. What is the probability
that at least 9 units operate correctly in each of the 5 months?
42. It is possible for a computer to pick up an erroneous signal that do?s not showl up as
: an error on the screen. The error is called a silent error. A pamcular_ termmal_ is
defective, and when using the system word processor, it mlrodu(:t:,s a sﬂfml paging
error with probability .1. The word processor is used 20 times during a given week.
(a) Find the probability that no silent paging errors occur.
i ili IS.
(b) Find the probability that at least one such error occu )
(¢) Would it be unusual for more than four such errors to occur? Explain, based on
the probability involved. . . . .
43. (a) Find the moment generating function for a binomial random variable with
parameters n and p. Hint: Let

(2 }erxp,(l e (;; }(;;e*)’(l e

and apply the binomial theorem.
(b) Use m (1) to show that E[X] = np. :
(c) Use my(t) to show that E[X?] = n*p? — np* + np.
(d) Show that Var X = npq, where g = 1-p. .
*44. Find the mean value for a binomial random variable with parameters n and p from
the definition. That is, evaluate

£+(z)ra-n

x=0

Hint:
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Now let z = x — 1 and evaluate

n=1
a1 o pro
45. (Point binomial or Bernoulli

parameter p,

(@) Argue that X is a binomial ;
. rando : o
(b) Find the density for X, m variable with n = 1,

(c) F.ind the moment generating function for X,
(d) Find the mean and variance for X.
(e) In DNA replication errors can occur tha

otherwise. Find E[ X ).
46. A binomial random variable has mean 5

that characterize the distribution of this random variable
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"47. In this exercise you will show that th
sums to 1.

(a) Show that
- =l . z+r-1
E(=t o= B (25 Yo
where g = 1 — p. Hint: Let 2 =-X—-7,
(b) Show that the Taylor series expansion for h(q) = 1 /(1 -
2
1+nq+r(r+1)q +r(r+1)(r+2)q3+” .
3 3 i1/ (1g)

q)" about 0 is given by

(¢) Show that

- z+r—1}) ;. r
L(*t e =1sa-q)

(d) Show that
3 Ttr=1}...
I(*Fr e -1
"8 In t111'1."1.%:: Fac.tor the term p” from the expression and use part (c) with ¢ = 1 —
1s exercise you will derive the moment generating function

binomial distribution with aramet
Pl p eters r and p.

my(t) = )Ee“(ffll)f"ﬂ’* (pe) T (z:”” 1)(@8‘)2

¥ b
r z=0 1

p.
for the negative

Hint: Let z = x — .,

t are chemically induced. Some of these
ead to an observable mutation, Growing

and variance 4. Find the values of and p

e density for the negative binomial distribution
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() Une the iden given in Exercise 47(¢) to show that

T (z i g ‘)(qe*)’ =1/(1-ge')’

et e g

(¢) Show that

(pe')’

(1-qe)’

49, Use the moment generating function to show that the mean of a negative binomial
distribution with parameters r and p is r/p.

‘80, Use the moment generating function to show that E[X?] = (% + rq)/p? and that
Var X = rq/p? for the negative binomial distribution with parameters r and p.

81, Show that the geometric distribution is a special case of the negative binomial
distribution with r = 1. Find the mean and variance of a geometric random variable
with parameter p using Exercises 49 and 50. Compare your answer with the results
of Theorem 3.4.3.

*82. A vaccine for desensitizing patients to bee stings is to be packed with three vials in
cach box. Each vial is checked for strength before packing. The probability that a
vial meets specifications is .9. Let X denote the number of vials that must be
checked to fill a box. Find the density for X and its mean and variance. Would you
be surprised if seven or more vials have to be tested to find three that meet
specifications? Explain, based on the probability of this occurrence.

*83. Some characteristics in animals are said to be sex-influenced. For example, the
production of horns in sheep is governed by a pair of alleles, H and h. The allele H
for the production of horns is dominant in males but recessive in females. The allele
h for hornlessness is dominant in females and recessive in males. Thus, given a
heterozygous male (Hh) and a heterozygous female (Hh), the male will have horns
but the female will be hornless. Assume that two such animals mate and the
offspring is just as likely to be male as female. The lamb inherits one gene for horns
randomly from each parent. Use a tree diagram to show that the probability that a
lamb will be a hornless female is 3 /8. Find the average number of lambs born to
obtain the second hornless female. Would you be surprised if at most five lambs
were born to obtain the second hornless female? Explain.

my(t) =
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54, Suppose that X is hypergeometric with N = 20, r = 17, and n = 5. What are the
possible values for X? What is E[ X] and Var X?

55. Suppose that X is hypergeometric with N = 20, r = 3, and n = 5. What are the
possible values for X? What is E[X] and Var X?

56. Suppose that X is hypergeometric with N = 20, r = 10, and n = 5. What are the
possible values for X? What is E[ X] and Var X?

57. Twenty microprocessor chips are in stock. Three have etching errors that cannot be
detected by the naked eye. Five chips are selected and installed in field equipment.
(a) Find the density for X, the number of chips selected that have etching errors.
(b) Find E[X] and Var X,
(¢) Find the probability that no chips with etching errors will be selected.
(d) Find the probability that at least one chip with an etching error will be chosen.
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58- llOdULllOl‘l Ilnc w b1 h )8 I a 1] Ri\f‘{.‘ﬂ I"Iur
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random and inspected 6, Calitornin is hit by approximately 500 earthquakes that are large enough to be felt |
pected. Let X denote the number inspected that have improperly

overy year, However, those of destructive magnitude occur on the average once I
every year, Find the probability that California will experience at least one earth- i
uake of this magnitude during a 6-month period. Would it be unusual to have 3 or _
more carthquakes of destructive magnitude in a 6-month period? Explain, based on I'u _
the probability of this occurring. (Based on data presented in Robert Iacopi, |i
Farthquake Country, Lana Books, Menlo Park, Calif., 1971.)

68, Load-bearing structures in underground mines are often required to carry addi-
tional loads while mining operations are in progress. As the structures adjust to this ,
new weight small-scale displacements take place that result in the release of seismic i
and acoustic energy, called rock noise. This energy can be detected using special (B
geophysical equipment. Assume that in a particular mine the average number of '
rock noises recorded during normal activity is 3 per hour. Would you consider it i
unusual if more than 10 were detected in a 2-hour period? Explain, based on the (1
probability involved. (Based on “A multichannel rock noise monitoring system,” 1
T. Gowd and M. S. Rao, Journal of Mines, Metals and Fuels, September 1981, |
pp. 288-290.) i

66. A burr is a thin ridge or rough area that occurs when shaping a metal part. These ':';
must be removed by hand or by means of some newer method such as water jets, i
thermal energy, or electrochemical processing before the part can be used. Assume
that a part used in automatic transmissions typically averages two burrs each. What
is the probability that the total number of burrs found on seven randomly selected
parts will be at most four? (Based on “Advances in Deburring,” B. Hignett,
Production Engineering, December 1982, pp. 44-47.)

67. Cast iron is an alloy composed primarily of iron together with smaller amounts of
other elements, including carbon, silicon, sulfur, and phosphorus. The carbon
occurs as graphite, which is soft, or iron carbide, which is very hard and brittle. The
type of cast iron produced is determined by the amount and distribution of carbon
in the iron. Five types of cast iron are identifiable. These are gray, compacted
graphite, ductile, malleable, and white. In malleable cast iron the carbon is present
as discrete graphite particles. Assume that in a particula casting these particles
average 20 per square inch. Would it be unusual to see a i /4-inch-square area of
this casting with fewer than two graphite particles? Explain, based on the probabil-
ity involved. (Based on “Space Agc Metal: Cast Iron,” J. Lalich, Mines Magazine,
February 1982, pp. 2-6.)

68. A Poisson random variable is such that it assumes the values 0 and 1 with equal
probability. Find the value of the Poisson parameter k for this variable.

69. Prove Theorem 3.8.1. Hint: Note that

=
a
a
o
g

respopses bl - Let X denote the number of negative
(a) Find the density for X,
Eb)) Find E[X] and Var X.
c¢) Set up the calculations n
‘ ! eeded to find P[x
(d) Use the binomial tables to approximatePL[Xajk]
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61. Let X be a Poisso;

/- (a) Find E[X].
(b) Find Var X,
(¢) Find o,.
(d) Fi i
(e)) F:;g t}l:;t ;xspr:fsmn for the density for x.
(f) Find PlX < 4]
(g) Find PlX = 4].
(h) Find PlX > 4].
(i) Find P[4 < x <9).

n random variable with Parameter k = 1(

emissions during a mo, e |
3-month period? If, in l;;:t ﬁhat Is the expected number of emissions du:*i;u‘:h R edk(kel)x
period, do you thj * Or more emissions are detected du ot e b E[EIX] ) Z e Z A
» 40 you think that there s a reason to sus e - § . ) }

| |

and use the Maclaurin series.

70. Let X be binomial with n = 20 and p = .05. Find P[X = 0] using the binomial
density and compare your answer to that obtained by using the Poisson approxima-
tion to this probability. Do you think that the error in the approximation is large? il

71. In Escherichia coli, a bacterium often found in the human digestive tract, 1 cell in Il
every 10° will mutate from streptomycin sensitivity to streptomycin resistance. This ‘

ircon will reveal at most three tracks, thus




»
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mutation can cause the individu
streptomycin. In observing 2 billion (2 x 10

i ; : i
ne will mutate? What is the probability that at least one will mutate?

to a particles.. what is the probability that there
you be surprised if there Wwere more than five soft fajls?

Drobabi[ity of this oceurri !
1981, p. 142) urring. (McGraw-Hill Yearbook of s

REVIEW EXERCISES

75.

76.

A large microprocessor chip contains m

‘ r ultipl i ircui ircuit fai
Per s kel e ple copies of circuits. If a circuit fails, the

the proper logi ir i
numb. e : g1c to repair itself. Th
1 bel' of dcf‘ects per chip is 300. What is the probability that 10 or few obrl.
will be found in a randomly selected r S S

: egion that compri
e nl prises 5% of the t
rea? What is the probability that more than 10 defects are found? (“Sel?—t;le;l;f'?;:

Chips,” Datama:ion, May 1983 p 68)
hf.',n i i 1 g ,
W a program is submitted to the computer in a time-sharing system, it is
’

processed on a space-available basi i

s. Past experience shows th i
ted to one such system is accepted for processing within 1 Nl s s
-25. Assume that during the cours

enoubgh time between submissions

number of programs accepted

(a) Find E[X] and Var)?. e

(b) Find the probability that non
within 1 minute.

(c) Five programs are submitte
probability that no program
during this two-day period?

e of these programs will be accepted for processing

d on each of two consecutive days. What is the
s will be accepted for processing within 1 minute

al involved to become resistant to the antibiotie
such cells, what is the probability that

of a bit stored in a computer memory is called a “soft

cience and Technology,
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71, A new type of brake lining is being studied, It is thought that the lining will last for
ul least 70,000 miles on 90% of the cars in which it is used. Laboratory trials are
conducted to simulate the driving experience of 100 cars in which this lining is used.
lLet X denote the number of cars whose brakes must be relined before the
70,000-mile mark.

(a) What is the distribution of X? What is E[X]? ,

(h) What distribution can be used to approximate probabilities for X ?

(¢) Suppose that we agree that the 90% figure is too high if 17 or more of the 100
cars require a relinement prior to the 70,000-mile mark. What is the probability
that we will come to this conclusion by chance even though the 90% figure is
correct?

'}f‘ }( A bank of guns fires on a target one after the other. Each has probability 1/4 of

hitting the target on a given shot. Find the probability that the second hit comes
before the seventh gun fires.

. In a video game the player attempts to capture a treasure lying behind one of five
doors. The location of the treasure varies randomly in such a way that at any given
time it is just as likely to be behind one door as any other. When the player knocks
on a given door, the treasure is his if it lies behind that door. Otherwise he must
return to his original starting point and approach the doors through a dangerous
maze again. Once the treasure is captured, the game ends. Let X denote the
number of trials needed to capture the treasure. Find the average number of trials
needed to capture the treasure. Find P[X < 3]. Find P[X > 3].

80. An automobile repair shop has 10 rebuilt transmissions in stock. Three are not in
correct working order and have an internal defect that will cause trouble within the
first 1000 miles of operation. Four of these transmissions are randomly selected and
installed in customers’ cars. Find the probability that no defective transmissions are
installed. Find the probability that exactly one defective transmission is installed.

81. A computer terminal can pick up an erroneous signal from the keyboard that does
not show up on the screen. This creates a silent error that is difficult to detect.
Assume that for a particular keyboard the probability that this will occur per entry
is 1,/1000. In 12,000 entries find the probability that no silent errors occur. Find the
probability of at least one silent error.

82. It is thought that 1 of every 10 cars on the road has a speedometer that is
miscalibrated to the extent that it reads at least 5 miles per hour low. During the
course of a day 15 drivers are stopped and charged with exceeding the speed limit
by at least 5 miles per hour. Would you be surprised to find that at least 5 of the
cars involved have miscalibrated speedometers? Explain, based on the probability of
observing a result this unusual by chance.

83. Let
2

X
o L =1,2,3
f(x) 12 X y &y

(a) Show that f is the density for a discrete random variable.
(b) Find E[X] and E[X?] from the definition of these terms.
(c) Find m ,(1).
(d) Use m(t) to verify your answers to part (b).
(e) Find Var X and o.
84. Find the expression for the cumulative distribution function for the random variable
of Exercise 24. Use this function to find the probability that at least three wells must
be drilled to obtain the first strike.
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85, : ;
t()l;o:;s;d;_r th_e m.oml?nt gencrating function given below, In enc
g :istt)ntb_utlorll: mvolved and the numerical value o!l’ the p

ribution. For example, if the distribution i n: i
e i s me i istribution is binomial, state th
(@) (2 + 8er)l0 -
(b) eS(e'l)
(c) (7 + 3¢

@ .be'
1- .435‘

(e)———__( (3) .
1 — 7!

(f) ee:l € )

:‘Elatk;at each stage the probability of
orking correctly is .01, Let
first defective part. i
(a) Find the density for X,
(b What !'s the average value of X? /
(c) What is the €quation for the cum

find the probability that
th 3 .
90th sample. ¢ first defective part will be found on or before the

obtaining a defective part when the process is
te the number of samples taken to obtain the

h case, state the nime
arameters that identify
¢ value of y

CHAPTER |

CONTINUOUS |
DISTRIBUTIONS |

In Chap. 3 we learned to distinguish a discrete random variable from one that is
not discrete. In this chapter we consider a large class of nondiscrete random
variables. In particular, we consider random variables that are called continu-
ous. We first study the general properties of variables of the continuous type
and then present some important families of continuous random variables.

4.1 CONTINUOUS DENSITIES

In Chap. 3 we considered the random variable T, the time of the peak demand
for electricity at a particular power plant. We agreed that this random variable
is not discrete since, “a priori”—Dbefore the fact—we cannot limit the set of
possible values for T to some finite or countably infinite collection of times.
Time is measured continuously and T can conceivably assume any value in the
time interval [0, 24), where 0 denotes 12 midnight one day and 24 denotes 12
midnight the next day. Furthermore, if we ask before the day begins, What is
the probability that the peak demand will occur exactly 12.013 278 650 931 271?
The answer is 0. It is virtually impossible for the peak load to occur at this split
second in time, not the slightest bit earlier or later. These two properties,
possible values occurring as intervals and the a priori probability of assuming
any specific value being 0, are the characteristics that identify a random variable
as being continuous. This leads us to our next definition.

99
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Weibull
a, p
FIGURE 4.15
Some interrelationships among common distributions.

Hypergeometric
N,n,r
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EXERCISES

/ C v g wa© chonss et
on 4.1 e .

1, Consider the function
f(x)=kx 2<x<4

(a) Find the value of k that makes this a density for a continuous random variable.
(b) Find PI25 < X < 3]
(¢) Find P[X = 2.5].
(d) Find P[2.5 < X < 3].

2. Consider the areas shown in Fig. 4.16. In each case, state what probability is being
depicted. What is the relationship between the areas depicted in Figs. 4.16(a) and
(b)? Between those in Figs. 4.16(d) and (e)

J(x) f(x)
=] — x — x
0 5 10 15 20 0 5 10 15 20
(a) (b)
f(x) fx)
1 | e x
0 s 10 15 20 0 5 10 15 20
(¢) (d)
fx)
— x
0 5 10 15 20
(e)

FIGURE 4.16
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3. Let X denote the length in minutes of a long-distance telephone conversatiom

Assume that the density for X is given by

f(x) = (1710)e™*1" x>0
(a) Verify that f is a density for a continuous random variable.

(b) Assuming that f adequately describes the behavior of the random variable X‘f

find the Qrobability that a randomly selected call will last at most 7 minutes; af
least 7 minutes; exactly 7 minutes. :

(c) Would it be unusual for a call to last between 1 and 2 minutes? Explain, based

on the probability of this occurring.

(d) Sketch the graph of f and indicate in the sketch the area corresponding to each -

of the probabilities found in part (b).
4. Some plastics in scrapped cars can be stripped out and broken down to recover the

chemical components. The greatest success has been in processing the flexible

polyur‘cth._-mc cushioning found in these cars. Let X denote the amount of thix
material, in pounds, found per car. Assume that the density for X is given by

o I |
f(x) = Wis

(Based ona report in Design Engineering, February 1982, p. 7.)
(a) Verify that f is a density for a continuous random variable.

25<x <50

(b) Use f to find the probability that a randomly selected auto will contain between

30 and 40 pounds of polyurethane cushioning.

(c) Sketch the graph of f and indicate in the sketch the area corresponding to the ;

probability found in part (b).

5. (Con‘riuuow um:fom:t distribution.) A random variable X is said to be uniformly
distributed over an interval (a, b) if its density is given by

1
f(¥)=3—

(a) Show that this is a density for a continuous random variable

}b)) 2§etch the graph of the uniform density. .

c ade the area in the graph of part (b) that r

(d) Find the probability pictured inpparl (c)). il

(e) Let Fc,d) and (e, f) be subintervals of (a,b) of equal length. What is the
relationship between P[c <X <d] and Ple < X < f]? Generalize the idea
suggested by this example, thus justifying the name ““uniform”™ distribution.

6. When a pair of coils is placed around a homing pigeon and a magnetic field applied
that reverses the earth’s field, it is thought that the bird will become disoriented
Under these circumstances it is just as likely to fly in one direction as in any other.
LcF 6 denote the direction in radians of the bird’s initial flight. See Fig. 4.17. i;
uniformly distributed over the interval [0, 27r]. S
(a) Find the density for 6.

(b) Sketch the graph of the density. The uniform distribution is sometimes called
the “rectangular” distribution. Do you see why?

(c) Shade the area corresponding to the probability that a bird will orient within
T _/4 radians of home, and find this area using plane geometry.

(d) Find the probability that a bird will orient within 7 /4 radians of home by

integrating the density over the appropriate regi
| gion(s), and compare yo
to that obtained in part (c). e

a<x<b

TR IRESSEIT TR
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Home (E)

Pidgeon
FIGURE 4.17

¢ = direction of the initial flight of a
homing pigeon measured in radians.

(e) If 10 birds are released independently and at least seven orient within /4
radians of home, would you suspect that perhaps the coils are not disorienting
the birds to the extent expected? Explain, based on the probability of this
occurring.

7. Use Definition 4.1.2 to show that for a continuous random variable X, P[X = al=0
for every real number a. Hint: Write P[X =alas Pla <X <al

8. Express each of the probabilities depicted in Fig. 4.16 in terms of the cumulative
distribution function F.

9. Consider the random variable of Exercise 1.

(a) Find the cumulative distribution function F.

(b) Use F to find P25 <X < 3], and compare your answer to that obtained
previously.

*(¢) Sketch the graph of F. Is F right continuous? Is F continuous? What is
lim, , . F(x)? What is lim, ., F(x)? Is F nondecreasing?

«(d) Find dF(x)/dx for x € (2,4). Does your answer look familiar?

10. (Uniform distribution.) Find the general expression for the cumulative distribution
function for a random variable X that is uniformly distributed over the interval

(a, b). See Exercise 5.

11. (Uniform distribution.) Consider the random variable of Exercise 6.

(a) Use Exercise 10 to find the cumulative distribution function F.

+(b) Sketch the graph of F. Is F right continuous? Is F continuous? What is
lim,_, _., F(x)? What is lim, _, F(x)? Is F nondecreasing?

+(¢) Find dF(x)/dx for x € (0, 21). Does your answer look familiar?

12. Find the cumulative distribution function for the random variable of Exercise 3. Use

F to find P[1 < X < 2], and compare your answer 0 that obtained previously.

13. Find the cumulative distribution function for the random variable of Exercise 4. Use

F to find P[30 < X < 40], and compare your answer to that obtained previously.

*14. In Exercise 13 of Chap. 3 the mathematical properties of the cumulative distribu-
tion function for discrete random variables were pointed out. In the continuous case
similar properties hold. The results of Exercises 9 and 11 are not coincidental! It
can be shown that the cumulative distribution function F for any continuous
random variable has these characteristics:

(i) F is continuous.
(i) lim,_, _,, F(x)=0and lim, . F(x)=1
(iii) F is nondecreasing.
(iv) dF(x)/dx = f(x) for all values of x for which this derivative exists.

v’
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Section 4.2 Desuapiedt of a BV
/ 15. Consider the random variable X with density

16. Let X denote the amount in pounds of polyurethane cushioning found in a car.

17. Let X denote the length in minutes of a long-distance telephone conversation. The

18. (Uniform distribution.) The density for a random variable X distributed uniformly

19. (Uniform distribution.) Let 6 denote the direction in radians of the flight of a bird

(a) Consider the function F defined by

0 x< -1
F(x)={x+1 -1<x<0
1 x>0

Does F satisfy properties (i) to (iii) given above? If so, what is f? If not, what

property fails?
(b) Consider the function defined by

0 x=<0

F(x) = x> 0<x<1/2
1/2)x  1/2<x<1
1 x>1

Does F satisfy properties (i) to (iii) given above? If so, what is f? If not, what '

property fails?

f(x)=(1/6)x 2<x<4
(a) Find E[X].
(b) Find E[X?].
(¢) Find o? and o.

(See Exercise 4.) The density for X is given by
1.1

S O

(=) In2 x

Find the mean, variance, and standard deviation for X.

25 <x <50

density for X is given by

‘ f(x) = (1/10)e™*/1° x>0
(a) Find the moment generating function, m (t).
(b) U_se m y(t) to find the average length of such a call.
(¢) Find the variance and standard deviation for X.

over (a, b) is

1
f(x) = ;G a<x<b
- a
Use Definition 4.2.1 to show that

a+b (b — a)?

E[X] = and VarX = 3

whose .scnse‘ of direction has been disoriented as described in Exercise 6. Assume
that @ is uniformly distributed over the interval [0, 27r]. Use the results of Exercise
18 to find the mean, variance, and standard deviation of 6.
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Jtx) J(x)
: | I | e 1 I ] I =
1] 1015 2) 0 5 10 15 20
(a) b)
flx) flx)
I | | 1 . | 1 ) p
0 5 10: 15 20 0 5 10 15 20
(c) (d)

FIGURE 4.18

20.

21.

v
Let X be continuous with density f. Imagine cutting out of a piece of thin rigid
metal the region bounded by the graph of f and the x axis, and attempting to
balance this region on a knife-edge held parallel to the vertical axis. The point at
which the region would balance, if such a point exists, is the mean of X. Thus py is
a “location” parameter in that it indicates the position of the center of the density
along the x axis. Figure 4.18 gives the graphs of the densities of four continuous
random variables whose means do exist. In each case, approximate the value of py
from the graph.
In the continuous case variance is a “shape” parameter in the sense that a random
variable with small variance will have a compact density; one with a large variance
will have a density that is rather spread out or flat. Consider the two densities given
in Fig. 4.19. What is p,? What is py? Which random variable has the larger
variance?

fy

fx

FIGURE 4.19

_—l e ———
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*22. (Cauchy distribution.) A random variable X with density

1
()= ooy T
7 a% + (x - b)* —0<h <o
a>\0

is said to have a Cauchy distribution with
interesting in that it provides an example

distribution with density

i

71 +x?

Show that f* _|x|f(x)dx does not exist, thus showing that E[X] does not exist,

Hint: Write

« 1 1 1 .0
'f—-oo'x[-’l; ire e ;f_ml
and recall that [(du/u) = In|u|.
*23. (Uniform distribution.) Let X be uniforml

pa;ramelers a and b. This distribution Iy
: of a continuous random variable whoge
mean does not exist. Let @ = 1 and b = 0 to obtain a special case of the Caughy

- <)y <w

—x 1

x
_1_2‘1"""_] 2
X w0 1 +x

y distributed over (a, b). (See Exercise

18.)
(a) Show that the moment generating function for X is given by
erb 2 em
my(t)={1b-a) ‘*0
1 t=10

Hint: When t = 0, m,(t) = E[¢°¥].
(b) Use m () to find E[X]. Hint: Find

d|e?
di|1(b - a)

— eta

and take the limit of this derivative as t — 0 using L’Hospital’s rule.

*24. Let the density for X be given by

f(x) =ce™ —xm<cyr<ow
(a) Find the value of ¢ that makes this a density.
(b) Show that
i
3/ e
exists.
(¢) Find E[X].
(d) Show that
<
mx(t)=:—2-_—l -1<t<1

(e) Use my(¢) to find E[X]and E[X?2).
(f) Find Var X.
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Nectlon 43 (((lwimie
28, Livaluate ench of these integrals:
(@) [§2%e~" dz
(b) [yzle " dz
(c) [fyxle=*/%dx
(d) [5C1/16)xe */*dx
26, Prove Theorem 4.3.1. Hint: To prove part 1, evaluate I'(1) directly from the
definition of the gamma function. To prove part 2, use integration by parts with

u=z1 du=fe"dz

du=(a—-1)z°%dz v=—-e*
Use L’Hospital’s rule repeatedly to show that
—z%"le=2g = 0

27. (a) Use Theorem 4.3.1 to evaluate I'(2), I'(3), I'(4), I'(5), and T'(6).
(b) Can you generalize the pattern suggested in part (a)?
(c¢) Does the result of part (b) hold even if n = 1?
(d) Evaluate I'(15) using the result of part (b).

28. Show that for @« > 0 and 8 > 0,

© 1
l; T(a)B*"

a—l,—x/B 4y = 1

thereby showing that the function given in Definition 4.3.2 is a density for a
continuous random variable. Hint: Change the variable by letting z = x/B.
29. Let X be a gamma random variable with « = 3 and B8 = 4.
(@) What is the expression for the density for X?
(b) What is the moment generating function for X?
(¢) Find g, o2, and o.

30. Let X be a gamma random variable with parameters « and B. Use the moment
generating function to find E[X] and E[X?]. Use these expectations to show that
Var X = ap>

31. Let X be a gamma random variable with parameters a and B.

(a) Use Definition 4.2.1, the definition of expected value, to find E[X] and E[X?]
directly. Hint: z* = z¢*D~1 apd zo*+! = zla+D-1,
(b) Use the results of (a) to verify that Var X = a2

32. Show that the graph of the density for a gamma random variable with parameters a
and B assumes its maximum value at x = B(a — 1) for @ > 1. Sketch a rough graph
of the density for a gamma random variable with @ = 3 and 8 = 4. Hint: Find the
first derivative of the density, set this derivative equal to 0, and solve for x.

33. Let X be an exponential random variable with parameter 8. Find general expres-
sions for the moment generating function, mean, and variance for X.

34. A particular nuclear plant releases a detectable amount of radioactive gases twice a
month on the average. Find the probability that at least 3 months will elapse before
the release of the first detectable emission. What is the average time that one must
wait to observe the first emission?




v

35. The “forgetfulness” property of the ex

36. Rock noise in an underground
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ity that we must wait a total of W, +w
must wait w, units at the outset. That is,

P[W>w, +w,|W> wi] = P[W > w,]
Verify this statement for any exponential random variable W with parameter 3,

(See Exercise 65, Chap. 3.)

Ea) Find the probability that no rock noise will be recorded for at least 30 minutes,
b) Suppose that no rock noise has been heard for 15 minutes, Find the probability

that another 30 minutes will elapse before the first rock noise is detected.

37. California is hit every year by approximately 500 earthquakes that are large enough
to be felt. However, those of destructive magnitude occur, on the average, once g

year.

(a) Find the probability that at least 3 months elapse before the first earthquake of

destructive magnitude occurs. (See Exercise 64, Chap. 3.)

(b) Suppos_e’ that no destructive quake has occurred for 4 months. Find the
probability that an additional 3 months will elapse before a destructive quake

occurs.

38. Consider a chi-squared random variable with 15 degrees of freedom.

(a) What is the mean of X%? What is its variance?
(b) What is the expression for the density for X2
(c) What is the expression for the moment generating function for X 2.7
(d) Use Table IV of App. A to find each of the following: .

P[X};<523]  P[6.26 <X < 275]  x2,

P[X}>223] 42 2

Section 4.4 ] I kel )
39. Use Table V of App. A to find each of the following:

(a) P[Z < 1.57). (b) P[Z < 1.57].
(¢) P[Z = 1.57). (d) P[Z > 1.57].
(e) P[-1.25 < Z < 1.75). (f) z4.

(g) zg,. :

(h) The point z such that P[—z < Z < z] = .95,
(i) The point z such that Pl-z <Z <z]= 90

40. The bulk density of soil is defined as the mass of dry solids per unit bulk volume. A

u.nportant factor in influencing root development, seedling emergence, and aera-
tion. lﬁ:t (;Y d.;notil thehbulk density of Pima clay loam. Studies show that X is
fhormally distributed with u = 1.5 and o = .2 g/cm?. (McGraw-Hi
Science and Technology, 1981, p. 361.) 4 T K
(a) Wpat is the density fu‘.:ﬂ: X7 Sketch a graph of the density function. Indicate on
- ;hlsdgr;ph lhebpli;olbabxllty that X lies between 1.1 and 1.9, Find this probability
ind the probability that a randomly selected sample of Pj il
have bulk density less than .9 g /cm >, e il

high bulk density implies a compact soil with few pores. Bulk density is an

ponential distribution says that the pruhublli'

. 2 units before the occurrence of an event
given that we have already waited Wy units is the same as the probability that we 3

mine occurs at an average rate of three per hour,

S i
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(¢) Would you be surprised if a randomly selected sample of this type of soil has a
bulk density in excess of 2.0 g/cm?? Explain, based on the probability of this
oceurring,.

(d) What point has the property that only 10% of the soil samples have bulk density
this high or higher?

(¢) What is the moment generating function for X ?

41. Most galaxies take the form of a flattened disc with the major part of the light

coming from this very thin fundamental plane. The degree of flattening differs from

galaxy to galaxy. In the Milky Way Galaxy most gases are concentrated near the

center of the fundamental plane. Let X denote the perpendicular distance from
this center to a gaseous mass. X is normally distributed with mean 0 and standard
deviation 100 parsecs. (A parsec is equal to approximately 19.2 trillion miles.)

(McGraw-Hill Encyclopedia of Science and Technology, vol. 6, 1971, p. 10.)

(a) Sketch a graph of the density for X. Indicate on this graph the probability that a
gaseous mass is located within 200 parsecs of the center of the fundamental
plane. Find this probability.

(b) Approximately what percentage of the gaseous masses are located more than
250 parsecs from the center of the plane?

(¢) What distance has the property that 20% of the gaseous masses are at least this
far from the fundamental plane?

(d) What is the moment generating function for X?

42. Among diabetics, the fasting blood glucose level X may be assumed to be approxi-

mately normally distributed with mean 106 milligrams per 100 milliliters and

standard deviation 8 milligrams per 100 milliliters.

(a) Sketch a graph of the density for X. Indicate on this graph the probability that a
randomly selected diabetic will have a blood glucose level between 90 and 122
mg /100 ml. Find this probability.

(b) Find P[X < 120 mg/100 ml].

(¢) Find the point that has the property that 25% of all diabetics have a fasting
glucose level of this value or lower.

(d) If a randomly selected diabetic is found to have fasting blood glucose level in
excess of 130, do you think there is cause for concern? Explain, based on the
probability of this occurring naturally.

43. (a) Find the density for the standard normal random variable Z.

(b) Find f'(z). Show that the only critical point for f occurs at z = 0. Use the first
derivative test to show that f assumes its maximum value at z = 0,

(¢) Find f"(z). Show that the possible inflection points occur at z = +1. Use the
second derivative to show that f changes concavity at z = +1, implying that
the inflection points do occur when z = +1.

(d) Let X be normal with parameters u and o. Let (X — u)/o = Z. Use the
results of parts (b) and (c) to verify that, in general, a normal curve assumes its
maximum value at x = p and has points of inflection at x = » + o.

44. Let X be normal with parameters p and o. Use the moment generating function to

find E[ X?]. Find Var X, thus completing the proof of Theorem 4.4.2.

*45. (Log-normal distribution.) The log-normal distribution is the distribution of a

random variable whose natural logarithm follows a normal distribution. Thus if X is
a normal random variable then Y = e* follows a log-normal distribution. Complete
the argument below, thus deriving the density for a log-normal random variable.
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Let X be normal with mean w and variance o, Let ¢ denote the cumulative

distribution function for Y = eX, and let F denote the cumulative distribution

function for X.

(a) Show that G(y) = F(In y).

(b) Show that G'(y) = F'(in y) /y.

(c) Use Exercise 14 part (iv) to show that the density for Y is given by

1 1(Iny—-pu)? b
g(y) = N g
o e

Note tha_t p anfi o are the mean and standard deviation of the underlying

! normal distribution; they are not the mean and standard deviation of Y itself.
46. Let Y denote the diameter in millimeters of Styrofoam pellets used in packin '
Assume that ¥ has a log-normal distribution with parameters u=.8and o= f

(a) Find the probability that a randoml H
y selected pellet has
5.7 millimeters. pelle a diameter that exceeds

(b) Between what two values will Y fall with probability approximately .95?
Section 4.5 .

I "-",].'.';'._ﬁ_;‘_l'n. e €L gl ¢ L)

47. Verify the normal probability rule.

48. Tht? number of Btu’s of petroleum and petroleum products used per person in the
United States in 1975 was normally distributed with mean 153 million Btu and
sfandard deviation 25 million Btu. Approximately what percentage of the popula-
tion used between 128 and 178 million Btu during that year? Approximatel I;\rhat
percentage of the population used in excess of 228 million Btu? 4

49. Reconsider Exercises 40(a), 41(a), and 42(a) in light of the normal probability rule

50. Fo_r a norm.a] random variable, P[|X — k| < 3] = .99. What value is assigned t(;
tl_ns probability via Chebyshev’s inequality? Are the results consistent? Which rule
gives a stronger statement in the case of a normal variable?

51. Animals have an excellent spatial memory. In an experiment to confirm this
statement an eight-armed maze such as that shown in Fig. 4.20 is used. At the

™ e Food

Animal ®

FIGURE 4.20
° An eight-armed maze.
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beginning of a test, one pellet of food is placed at the end of each arm. A hungry

animal i placed at the center of the maze and is allowed to choose freely from

among the arms. The optimal strategy is to run to the end of each arm exactly once.

This requires that the animal remember where it has been. Let X denote the

number of correct arms (arms still containing food) selected among its first eight

choices. Studies indicate that pu = 7.9. (McGraw-Hill Encyclopedia of Science and

Technology, 1980.)

(a) Is X normally distributed?

(b) State and interpret Chebyshev’s inequality in the context of this problem for
k=.5,1, 2, and 3. At what point does the inequality begin to give us some
practical information?

Section 4.6 NP '_{-"-’E £ P g by %

52. Let X be binomial with n = 20 and p = .3. Use the normal approximation to
approximate each of the following. Compare your results with the values obtained
from Table I of App. A.

(a) P[X < 3]
(b) P[3 <X < 6]
(c) P[X = 4].
(d) P[X = 4].

53. Although errors are likely when taking measurements from photographic images,
these errors are often very small. For sharp images with negligible distortion, errors
in measuring distances are often no larger than .0004 inch. Assume that the
probability of a serious measurement error is .05. A series of 150 independent
measurements are made. Let X denote the number of serious errors made.

(a) In finding the probability of making at least one serious error, is the normal
approximation appropriate? If so, approximate the probability using this method.
(b) Approximate the probability that at most three serious errors will be made.

54. A chemical reaction is run in which the usual yield is 70%. A new process has been
devised that should improve the yield. Proponents of the new process claim that it
produces better yields than the old process more than 90% of the time. The new
process is tested 60 times. Let X denote the number of trials in which the yield
exceeds 70%.

(a) If the probability of an increased yield is .9, is the normal approximation
appropriate?

(b) If p=.9, whatis E[X]?

(¢) If p > .9 as claimed, then, on the average, more than 54 of every 60 trials will
result in an increased yield. Let us agree to accept the claim if X is at least 59.
What is the probability that we will accept the claim if p is really only .9?

(d) What is the probability that we shall not accept the claim (X < 58) if it is true,
and p is really .957

55. Opponents of a nuclear power project claim that the majority of those living near a
proposed site are opposed to the project. To justify this statement, a random sample
of 75 residents is selected and their opinions are sought. Let X denote the number
opposed to the project.

(a) If the probability that an individual is opposed to the project is .5, is the normal
approximation appropriate?

(b) If p=.5, whatis E[X]?

(c) If p>.5 as claimed, then, on the average, more than 37.5 of every 75
individuals are opposed to the project. Let us agree to accept the claim if X is
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at least 46. What is the probability that we shall aceept the clalm it p is really

only .57

(d) What is the probability that we shall not accept the claim (X < 45) even though

it is true and p is really .77

56. ( Normal approximation to the Poisson distribution.) Let X be Poisson with parame.

ter As. Then for large values of As, X is approximately normal with mean As and
variance As. (The proof of this theorem is also based on the Central Limit Theorem
and will be considered in Chap. 7.) Let X be a Poisson random variable with
parameter As = 15. Find P[X < 12] from Table II of App. A. Approximate thiy
probability using a normal curve. Be sure to employ the half-unit correction factor,
The average number of jets either arriving at or departing from O’Hare Airport is
one every 40 seconds. What is the approximate probability that at least 75 such
flights will occur during a randomly selected hour? What is the probability that
fewer than 100 such flights will take place in an hour?

57
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58. The length of time in hours that a rechargeable calculator battery will hold its
charge is a random variable. Assume that this variable has a Weibull distribution
with « = .01 and B = 2.

(@) What is the density for X?

(b) What are the mean and variance for X ? Hint: It can be shown that I'(a) =
(a — DI'(a — 1) for any a > 1. Furthermore, I'(1/2) = V.

(¢) What is the reliability function for this random variable?

(d) What is the reliability of such a battery at ¢ = 3 hours? At ¢ = 12 hours? At
t = 20 hours?

(e) What is the hazard rate function for these batteries?

(f) What is the failure rate at ¢ = 3 hours? At t = 12 hours? At ¢ = 20 hours?

(g) Is the hazard rate function an increasing or a decreasing function? Does this
seem to be reasonable from a practical point of view? Explain.

59, Computer chips do not “wear out” in the ordinary sense. Assuming that defective
chips have been removed from the market by factory inspection, it is reasonable to
assume that these chips exhibit a constant hazard rate. Let the hazard rate be given
by p(¢t) = .02. (Time is in years.)

(a) In a practical sense, what are the main causes of failure of these chips?
(b) What is the reliability function for chips of this type?

(c) What is the reliability of a chip 20 years after it has been put into use?
(d) What is the failure density for these chips?

(e) What type of random variable is X, the time to failure of a chip?

(f) What is the mean and variance for X?

(g) What is the probability that a chip will be operable for at least 30 years?

60. The random variable X, the time to failure (in thousands of miles driven) of the
signal lights on an automobile has a Weibull distribution with a« = .04 and 8 = 2.
(a) Find the density, mean, and variance for X.

(b) Find the reliability function for X.

(c) What is the reliability of these lights at 5000 miles? At 10,000 miles?

(d) What is the hazard rate function?

(e) What is the hazard rate at 5000 miles? At 10,000 miles?

(f) What is the probability that the lights will fail during the first 3000 miles driven?

LR T S R R
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61, Show that for « > 0 and g > 0,

[ apxpiem= dx = 1
0
thereby showing that the nonnegative function given ain Definition 4.7.1 is a density
for a continuous random variable. Hint: Let z = ax”.
62. Let X be a Weibull random variable with parameters
! E[X?] = a~%PT(1 + 2/B). Hint: In evaluating

« and B. Show that

®. A p—
fxzaﬂx‘s lg=ax" dy
0

let z = ax?. Evaluate the integral in a manner similar to that used in the proof of
Theorem 4.7.1. : ; ‘
63. Use the result of Exercise 62 to find Var X for a Weibull random variable with
) parameters a and B, thus completing the proof of Theorem 4.7.1.

64. Consider the hazard rate function
= t'B_l > 0
p(t) =ap b
g>0

that p(¢) is constant if B = 1. : ‘ .
Eg; gfll::' p'(1). IF:ﬁxrgue that p'(¢) > 0 if B > 1, thus producing an increasing hazard
rate. Argue that p'(1) < 0if B < 1, thus producing a decreasing hazard rate.
65. A system has eight components connected as shown mf Fig. 4.21.
(a) Find the reliability of each of the parallel assemblies.

b) Find the system reliability. _ . :
Ec; Suppose that assembly 11 is replaced by two identical components in parallel,

i iabili i jability of the new assembly?
each with reliability .98. What is the reliabi . .
(d) What is the new system reliability after making the change suggested in part
c ? . - . .
(e) gdike changes analogous to that of part (¢) in ea(fh of the remaining single
component assemblies. Compute the new system reliability.

1

i
.80
2 4 5 8
80
3
I 1 11 v v

FIGURE 4.21




152 cuariie 4

66. A system consists of two independent components connected in series, The life span
of the first component follows a Weibull distribution with & = 006 and g = .5; the
second has a life span that follows the exponential distribution with g = 0000:1
(a) Find the reliability of the system at 2500 hours. . '
Eb) Find the probability that the system will fail before 2000 hours.

c) ;g:}}(l)cht:; :';)mponents are connected in parallel, what is the system reliability at

67. St_lppose: th}alt a missile can have several independent and identical computers, cach
with reliability .9 connected in parallel so that the system will continue to fl.ll"lCliOl'l
as .loqg as at least one computer is operating. If it is desired to have a system
reliability of at least .999, how many computers should be connected in parallel?

68. Three independent and identical com i iabili
_ ponents, each with a reliab §
used in an assembly. bl of S ersiiy

(a) The assembly will function if at least one of the components is operable. Find
the system reliability.

(b) The assembly will function if at least two of
S the components i
the reliability of the system. i PR

(c¢) The assembly will function only i
’ y if all three of the components a
Find the reliability of the system. & T o

Section 4.8

69. Prove Theorem 4.8.1 in the case in which g is strictly increasing.
70. Let X be a random variable with density

fx(x)=(1/4)x 0<x</8
and let Y =X + 3.

(a) Find E[X], and then use the rules for ex i
i i pectation to find E[Y ).
(b) Find the density for Y. )

(c) Us;el thx; density for Y to find E[Y], and compare your answer to that found in
part (a).

71. Let X be a random variable with density

fx(x) = (1/4)xe */? x=0
and let Y = (—1/2)X + 2. Find the density for Y.
72. Let X be a random variable with density
fx(x)=e* x>0
and let Y = e*. Find the density for Y.
73. Lct‘ C del}ote the temperature in degrees Celsius to which a computer will be
subjected in the field. Assume that C is uniformly distributed over the interval

(15,21). Let F denote the field tem i i
perature in degrees Fahrenheit =
(9/5)C + 32. Find the density for F. * i ok

74. Let X denote the velocity of a random gas molecule. According to the Maxwell-
Boltzmann law, the density for X is given by

fx(x) =cx?e B x>0

Here ¢ is a constant that depends on the gas involved and B is a constant whose
v§lue_ depends on the mass of the molecule and its absolute temperature. The
kinetic energy of the molecule, Y, is given by ¥ = (1/2)mX? where m > 0. Find
the density for Y. '

tn‘.lﬁ‘iﬂﬁim. s
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75, Let X be a continuous random variable with density fy, and let Y = XA
(a) Show that for y = 0,

Fy(y) ’P[_W/; <X=< 1[;]
(b) Show that for y = 0,
Fy(y) = Fx(\/;) = Fx(‘\/;)

(¢) Use the technique given in the proof of Theorem 4.8.1 to show that

o) = 172V ) [ Fx (V) + Fx (= V7))
(d) Use the technique illustrated in Example 4.8.2 to show that
Fe(v) = 172V ) [ (V) + Fx (= V)]
76. Let Z be a standard normal random variable and let ¥ = Z*,
(a) Show that T'(1/2) = [5x~'/%e™* dx.
(b) Show that I'(1/2) = Var . Hint: Use the results of part (a) with x = t*/2 and
make use of the fact that the standard normal density integrates to 1 when
integrated over the set of real numbers.

(¢) Use the results of Exercise 75 to find fy.
(d) Argue that Y follows a chi-squared distribution with 1 degree of freedom.

77. Let X be normally distributed with mean p and variance 2. Let ¥ = e*. Show
that Y follows the log-normal distribution. (See Exercise 45.)

78. Let Z be a standard normal random variable and let Y = 2Z? — 1. Find the density
for Y.

Section 4.9

79. Use Table I1I of App. A to generate nine more observations on the random variable
X, the time to failure of a computer chip. (See Example 4.9.1.) Based on these
data, approximate the average time to failure by finding the arithmetic average of
the values of X simulated in the experiment. Does this value agree well with the
theoretical mean value of 50 years?

80. Simulate 20 observations on the random variable X, the time to failure of the signal
lights on an automobile. (See Exercise 60.) Approximate the average time to failure
for these lights based on the simulated data. Does this value agree well with the
theoretical mean value for X?

81. A satellite has malfunctioned and is expected to reenter the earth’s atmosphere
sometime during a 4-hour period. Let X denote the time of reentry. Assume that X
is uniformly distributed over the interval [0, 4]. Simulate 20 observations on X. (See
Exercise 18.)

REVIEW EXERCISES
82. Let X be a continuous random variable with density
f(x) = ex?
(a) Assuming that f(x) =0 elsewhere, find the value of ¢ that makes this a

density.
(b) Find E[X]and E[X?] from the definitions of these terms.

-3<x<3




—
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(c) Find Var X and o.

ES)) gﬁg :‘l’l[eXig ZL; Pl-1<X < 2]; PLX > 1] by direct integration.
closed-form expression for the cumulative distribution function F

(f) Use F to find each of the probabilities of part (d), and compare your answers :

to those obtained earlier.
83. Find [3z'% % dz.

84. A co i |
i :::u:a;:i 211;1'11 n;rocluces_a new home computer. Past experience shows that the
e X, the time of peak demand measured in months after ity .

introduction, follows a gamma distributi i i

i on with variance 36.
(a) If. the expected value of X is 18 months, find a and B

(b) Find P[X < 7.01]; P[X = 26]; P[13.7 < X < 31.5]. :

85. Let o Ty
: XXd :;E::::tt;e;?; time in a printing queue at a particular computer center. That
at;d fogein e difference _betwce_n the time that a program is placed in the éueue
e at which printing begins. Assume that X is normally distributed with

meanllﬁ minutes and variance 25.
(a) Find the expression for the density for X.

b) Fi o
(b) Find the probability that a program will reach the printer within 3 minutes of

arriving in the queue.

(¢) Would it be unusual for a program to stay in the queue between 10 and 20

minutes? Explain, based on the a i
R pproximate probability of thi i
o ?}? n(ljt have to use the Z table to answer this questiont'fy phseri .
re::hdt }:f:: rl:;:t su;‘pl;‘seldlif it took longer than 30 minutes for the program to
er? Explain, based on the probabili i i
e Expl ity of this occurring.
usec:;m?rul::r S(;iﬁ::r r‘naunta.tlnsb la tt;lephone consulting service to troubleshoot for its
i e is available from 9 am. to 5 i
, ] .m. p.m. each working day.
?;ﬁ;;::gc; spows tt‘lat ‘thc lrand(_)m variable X, the number of calls recei\g'ed ?J)::r f;:Si
oisson distribution with A = 50. For a given day, find the probability th:;

the first call of the day will i :
gy y will be received by 9:15 a.m.; after 3 p.m.; between 9:30 a.m.

87. Let H(X) = X%+ 3X + 2. Find E[H(X)] if
(a) X is normally distributed with mean 3 and variance 4
(b) X has a gamma distribution with & = 2 and 8 = 4 :
(¢) X has a chi-squared distribution with 10 degrees of- freed
(d) X has an exponential distribution with g = 5 o
(e) X has a Weibull distribution with « = 2 and .B =1
88. Let the density for the continuous random variable X l;e given by

f(x) = 1/2¢M

(a) Show that [* _f(x)dx = 1.
(b) Show that

—o<x<®

my(t) = (1/2)[1/(t + 1) = 1/(¢t - 1)]
(c) Use m(t) to show that E[X] = 0.

89. Le : : i
t X denote the time to failure in years of a telephone modem used to access a

mainframe computer from a re rmi
mote te :
bor X B atecn e inal. Assume that the hazard rate function

-1<t<1

p(t) =apt?!
where @ =2 and B = 1/5.

0 ol

90, Past evidence shows that when a customer complains of an out-of-order phone

91, The cumulative distribution function for a continuous random variable X is defined

92. The density for a continuous random variable is given by
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(a) Find the failure density for X,

(b) Find the expected value of X.

(¢) Find the reliability function for X.

(d) Find the probability that the modem will last for at least 2 years.

(¢) What is the hazard rate at t = 1 year?

f) Describe roughly the theoretical pattern in the causes of failure in these

modems.

there is an 8% chance that the problem is with the inside wiring. During a 1-month
period, 100 complaints are lodged. Assume that there have been no wide-scale
problems that could be expected to affect many phones at once, and that, for this
reason, these failures are considered to be independent. Find the expected number
of failures due to a problem with the inside wiring. Find the probability that at least
10 failures are due to a problem with the inside wiring. Would it be unusual if at
most 5 were due to problems with the inside wiring? Explain, based on the

probability of this occurring.

by
0 x<0
x3+x2
1 X

Find the density for X.

f(x):xe-x 0(1'(“)

(a) Show that [gxe * dx = 1. Hint: Use the gamma function.
(b) Find E[X], E[X?], and Var X.

(¢) Show that my() = 1/(1 — t)2, where ¢ < 1.

(d) Use my(t) to find E[X]

93. An electronic counter records the number of vehicles exiting the interstate at a
particular point. Assume that the average number of vehicles leaving in a 5-minute
period is 10. Approximate the probability that between 100 and 120 vehicles
inclusive will exit at this point in a 1-hour period.

94, Consider the following moment generating functions. In each case, identify the ;
distribution involved completely. Be sure to specify the numerical value of all il
parameters that identify the distribution. For example, if X is normal, give the ||
aumerical value of p and o?; if gamma, state a and B. ]
(a) 83r+1612/2 i
() - 3!)_7 | \
(c) 1 - 2% |

e3t _ er '.

) —— ?l |
(e) e /2 _

(Ha-1m"" |

( g) e]r+r"‘ /2 l

1

95, For each random variable in Exercise 94, state the numerical value of the average
for X and its variance. F!
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U= X — Y must lie between —3 and 2 and that V' = X + ¥ must lie between ()

and 5. Furthermore, U and V must satisfy the inequalities
O0<(v+u)/2<2
0<(v-wu)s2<3
or O<v+u<4g
O<v-u<é6
Solving these inequalities simultaneously yields the region R shown in Fig. 5.6(b),
Thus the density for (U, V) is given by
fuv(u,v) =1/12 (u,v) €R
We leave it to you to verify that fuv s, in fact, a valid density.

Other transformation theorems can be derived from Theorem 5.5.1. Some
of these are given in Exercises 48, 50, and 51. For a more detailed discussion of
this topic, please see [49].

CHAPTER SUMMARY

In this chapter we considered random variables of more than one dimension,
Emphasis was on random variables of two dimensions. The joint density was
defined by extending the notion of a density for a single variable in a logical
way. This function was used to calculate probabilities associated with two-
dimensional random variables (X,Y). We saw how to obtain the marginal
densities for both X and Y from the joint density. These marginal densities are
the usual densities for X or ¥ when considered alone. The correlation coeffi-
cient p was introduced as a measure of linearity between X and Y. The notion
of independence between X and Y was defined formally and its relationship to
p was investigated. We saw how to define the conditional densities for X given
Y and Y given X from knowledge of the joint density for (X,Y) and the
marginal densities for X and Y. The conditional densities were used to find the
equations for the curves of regression of ¥ on X and X on Y. These regression
curves are the graphs of the mean value of Y as a function of X or vice versa.
We saw that these curves may be linear or nonlinear.

We introduced and defined important terms that you should know. These
are:

Two-dimensional discrete
random variable

Two-dimensional continuous
random variable

Discrete joint density

Discrete marginal density

n-dimensional discrete
random variable

n-dimensional continuous
random variable

Bivariate normal distribution

Continuous joint density

Independent random variabies Continuous marginal density
Covariance Expected value of H(X,Y)
Perfect positive correlation Correlation coefficient

Uncorrelated
Curve of regression

Perfect negative correlation
Conditional density
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EXERCISES
Nectlon 5.1

1. Use Table 5.2 to find each of these probabilities: : |

(a) The probability that exactly two defective welds and one improperly tightened
bolt will be produced by the robots. '

(b) The probability that at least one defective weld and at least one improperly
tightened bolt will be produced. ‘

(¢) The probability that at most one defective weld will be produu?d.

(d) The probability that at least two improperly tightened bolts will be produced.

2. In conducting an experiment in the laboratory, temperature gauges are to be used
at four junction points in the equipment setup. These four gauges are randomly
selected from a bin containing seven such gauges. Unknown to the scientist, three of
the seven gauges give improper temperature readings. Let X denote the number of
defective gauges selected and Y the number of nondefective gauges selected. The

joi ity for (X,Y) is given in Table 5.5.

J(?zl)m"liin?;jl;ucos ;ivcn )in '%able 5.5 can be derived by realizing that_ the random
variable X is hypergeometric. Use the results of Sec. 3.7 to verify the values
given in Table 5.5. _

(b) Find the marginal densities for both X and Y. What type of random variable
is Y?

(c) }Sntl;i.tively speaking, are X and Y independent? Justify your answer mathemati-
cally.

3. The joint density for (X,Y) is given by

fxy(x,y) = 1/n? ;:i’g’g":

(a) Verify that fyy(x, y) satisfies the conditions necessary to be a density.

(b) Find the marginal densities for X and Y.

(¢) Are X and Y independent?

4. The joint density for (X,Y) is given by

fxy(x,¥)=2/n(n +1) l<y<x<n  napositive integer

(a) Verify that f,,(x, y) satisfies the conditions necessary to be a density. Hint:
The sum of the first n integers is given by n(n + 1)/2. )
(b) Find the marginal densities for X and Y. Hint: Draw a picture of the region
over which (X, Y) is defined.
Y independent? )
‘(:fi)) ::uﬁ'l{eatt]lfat n =.‘?. Use the joint density to find P[X < Jand Y < 2). Find
P[X < 3] and P[Y < 2]. Hint: Draw a picture of the region over which (X,Y)

is defined.
TABLE 5.5
xfy 0 1 2 3 4
0 0 0 0 0 1/35
1 0 0 0 12/35 0
2 0 0 18/35 0 0
3 0 4/35 0 0 0
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TABLE 5.6

x/y 0 1 2 3

0 400 100 020 005
1 300 040 010 004
2 040 010 009 003
3 009 008 .007 .003
4 008 007 005 .002
5 005 .002 .002 001

errm:s in logic made on the first run of
density for (X, Y) is as shown in Table 5.6.

(a) Find the probability that a randomly selected program will have neither of these

types of errors.

(b) Find the probability that a randoml

y selected program will contain at least one

Syntax error and at most one error in logic.
(¢) Find the marginal densities for X and Y,

(d) Find the probability that a random

syntax errors.

(e) Find the probability that a randoml

errors in logic.

ly selected program contains at least two

y selected program containg one or two

(f) Are X and Y independent?

6. Consider Example 5.1.5. Veri

fy that P[X <30 and ¥ < 28] = 15 by integrating the

joint density first with respect to y, then with respect to x

7. . A
(a) Urse the joint density _of Example 5.1.5 to find the probability that the inside
pressure on the roof will be greater than 30, whereas the outside pressure is less

than 32.

(b) Use the marginal density for X to find P[X < 28].
(c) Use the marginal density for Y to find P[Y > 30].

8. Let X denote the temperature (°0)

and let Y denote the time in minutes that it

takes for the diesel engi i
tal : gine on an automobile to get
ol St o b get ready to start. Assume that the

fxy(x,y)=c(4x+2y+l) 0<x<40

0D<y<2

(a) Find the value of ¢ that makes this a density,
(b) Find the probability that on a randomly selected day the air temperature will

c:_ccced 20°C and it will take at least 1
(¢) Find the marginal densities for Xand Y.

minute for the car to be ready to start.

(@) Find the probability that
i on a randomly selected day it wi
minute for the car to be ready to start. U Mot e

(e) Find the probability that on a randomly selected day the air temperature will

exceed 20°C.

(f) Are X and. Y independent? Explain on a mathematical basis.
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9. An engineer is studying carly morning traflic patterns at a particular intersection.
The observation period begins at 5:30 a.m. Let X denote the time of arrival of the
first vehicle from the north-south direction; let Y denote the first arrival time from
the cast-west direction. Time is measured in fractions of an hour after 5:30 a.m.
Assume that the density for (X, Y) is given by

fry(x,y)=1/x 0<y<x<l1

(a) Verify that this is a joint density for a two-dimensional random variable.
(b) Find P[X < .5 and Y < .25].
(¢) Find P[X > Sor Y > .25]
(d) Find P[X > .5 and Y = .5].
(e) Find the marginal densities for X and Y.
(f) Find P[X < .5].
(g) Find P[Y < .25).
(h) Are X and Y independent? Explain.
10. The joint density for (X, Y) is given by

fxy(x,y) =x%y3/16 0<x<20=<y=<2

(a) Find the marginal densities for X and Y.

(b) Are X and Y independent?

(¢) Find P[X < 1].

(d) If it is known that Y = 1, what is P[X < 1]? (Do not use any computation to
answer this question!)

11. Economic conditions cause fluctuations in the prices of raw commodities as well as
in finished products. Let X denote the price paid for a barrel of crude oil by the
initial carrier and let Y denote the price paid by the refinery purchasing the product
from the carrier. Assume that the joint density for (X,Y) is given by

fxy(x,y) =c 20<x<y<40

(a) Find the value of ¢ that makes this a joint density for a two-dimensional
random variable.

(b) Find the probability that the carrier will pay at least $25 per barrel and the
refinery will pay at most $30 per barrel for the oil.

(¢) Find the probability that the price paid by the refinery exceeds that of the
carrier by at least $10 per barrel.

(d) Find the marginal densities for X and Y.

(e) Find the probability that the price paid by the carrier is at least $25.

(f) Find the probability that the price paid by the refinery is at most $30.

(g) Are X and Y independent? Explain.

“12. (n-dimensional discrete random variables.) Random variables of dimension n > 2
can be defined and studied by extending the definitions presented in the two-dimen-
sional case in a logical way. For example, an n-tuple (X, X;, X5,..., X,,) in which
each of the random variables X, X,, X;,..., X, is a discrete random variable is
called an n-dimensional discrete random variable. The density for such a random

variable is given by
Flxg Xa5 X500 X,y mP[ X, mx, X, = %5, Xy =Xg50005 X, = x,;]

This problem entails the use of a three-dimensional random variable.
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*14. Let f(x,, x,,x3) =c(x; - x,-x3)for0 <x; <1,0<x, < 1,0 <x; < 1. Find the
value of ¢ that makes this a density for the three-dimensional random variable
(XI’ Xz, XS)'

Section 5.2

15.

16.

17.

18.

19.

Items coming off an assembly line are classed as being either nondefective,
defective but salvageable, or defective and nonsalvageable. The probabilities of
observing items in each of these categories are .9, .08, and .02, respectively. The
probabilities do not change from trial to trial. Twenty items are randomly selected
and classified. Let X, denote the number of nondefective items obtained, X, the
number of defective but salvageable items obtained, and X, the number of
defective and nonsalvageable items obtained.
(a) Find P[X, = 15, X, = 3, X; = 2]. Hint: Use the formula for the number of

permutations of indistinguishable objects, Exercise 23, Chap. 1, to count the
number of ways to get this sort of split in a sequence of 20 trials.

(b) Find the general formula for the density for (X, X,, X3).
. (n-dimensional continuous random variables.) An n-tuple (X, X;, X3,..., X,),
where each of the random variables X, X,,..., X,, is continuous, is called an
n-dimensional continuous random variable. The density for an n-dimensional con-
tinuous random variable is defined by extending Definition 5.1.3 in a natural way.

State the three properties that identify a function as a density for
(X,, X;, Xs,..., X,).

Four temperature gauges are randomly selected from a bin containing three
defective and four nondefective gauges. Let X denote the number of defective
gauges selected and Y the number of nondefective gauges selected. (See Exercise
2.) The joint density for (X, Y) is given in Table 5.5.
(a) From the physical description of the problem, should Cov( X, Y) be positive or
negative?
(b) Find E[X], E[Y], E[XY], and Cov(X,Y).
Let X denote the number of syntax errors and Y the number of errors in logic
made on the first run of a BASIC program. (See Exercise 5.) The joint density for
(X,Y) is given in Table 5.6.
(@) X and Y are not independent. Does this give any indication of the value of the
covariance?

(b) Find E[X], E[Y], E[XY], and Cov(X,Y). Give a rough physical interpretation
of the covariance.

(c) Find E[X + Y. What is the practical interpretation of this expectation?
Consider the random variable (X,Y) of Exercise 3. Without doing any additional
computation, find Cov( X, Y).
Use the marginal densities given in Table 5.3 to compute E[X]and E[Y]. Compare
your results to those obtained in Example 5.2.1.

The joint density for (X, Y), where X is the inside and Y is the outside barometric
pressure on an air support roof (see Example 5.1.5), is given by

fxy(x,y)=c/x 7<sy=x<¥3

c=1/(6—271n33/27) = 1.72
(a) Find E[X), E[Y], E[XY], and Cov(X,Y).

(b) Find E[X — Y. What is the practical physical interpretation of this expecta-
tion?

ot pisTripuTions 185

i is ime that it

joi i J s the temperature and Y is the time i

. 'The joint density for (X,Y), where X 1@_1 ¢

> :::tc: for a diesel engine on an automobile to get ready to start (see Exercise 8), is
given by o

Fry(x,y) = (1/6640)(4x +2y £1) - 0S¥ =T

(q) From a physical standpoint, do you think Cov(X,Y) should be positive or
negative?
Find E[X], EIY], E[XY], and Cov(X,Y). ‘ .
21 SI",h)e j:;nt density for (X,Y), where X is the arrival time of thrfa first vehicle from lht;
. north-south direction and Y is the arrival lim? of_ the first vehicle from the east-wes
direction at an intersection (see Exercise 9), is given by
fxy(%:9) = 1/% D<y<x<l1

i Y).
Find E[X], ELY], E[XY), and Cov(X, . .
22. Find the covariance between the random variables X and Y. qf _Excmr:e 10. .
23. Let X denote the price paid for a barrel of crude oil by the initial F:arner and let (
: denote the price paid by the refinery purchasing the oil. (See Exercise 11.) The join
density for (X,Y) is given by
fyy(x,y)=1/200 20<x<y < 40

(a) From a physical standpoint, should Cov(X,Y) be positive or negative?
(b) Find E[X], E[Y], E[XY], and COV(X,.Y).. o .
(¢) Find E[Y - X ]. Interpret this expectation in a practica ser.ls‘ 1 A
24. Show that Cov(XY) = E[(XY] - E[X]E[Y]. Hint: By definition, Co étation
- El(X — pxXY = py)) Expand this product and apply tIEc ]rules for expe
= E[X]and py = E[Y]
(Theorem 3.3.1). Remember that jx i g
25. Prove that Var(X + Y)=VarX + VarY + 2Cov( X,Y). Hint Varf(X + Yi{a_
) E[(X + Y)*] — (E[X + Y )2 Square these terms and apply the rules for expe
tion. (Theorem 3.3.1.) ‘ :
26 [305'; the result of Exercise 25 to show that if X and Y are m(‘kpend?p}tl' the;
) Var(X + Y) = Var X + Var Y. This proves the third rule for variance. (Theore
3.3.3)
27. Show that if X =Y, then COV(X,Y)‘-: Var X = VarY.
*28. Let the joint density for (X, Y) be given by

1 y PR | ]

= —-+ l<xx<e l<y=<e
f(x.y) e~ 1)[3: y

(a) Show that [{[{f(x,y)dydx =1.

(b) Find E[X] and E[Y]

Eff)) ilrr::d}ﬂ‘::# independent? Explain, based on your answers to parts (b) and (c)

and Theorem 5.2.2.

Section 5.3

i he number of defective and Y the
soint density for (X,Y), where X denotes t | ar
- '111‘11:;:;:: :)f nongrefectivc temperature gauges selected from a bin oomalflmgz ;hree
defective and four nondefective gauges, is given in Table 5.5. (See E:;:rcmesnive o
(a) From the physical interpretation of the prt_)blem, should pyy be PO
negative? Should pyy be +1or —17 Exp!am. SR
(b) Find E[X?]and E[Y?]. Use the information from Exercise 15 to Bavn
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In Exercises 30 to 34, find E[X?), E[Y?), Var X, Var Y, and p
variables in the exercises

expect the graph of Y versus X to exhibit a strong linear trend.

30. Exercise 16.
31. Exercise 19,
32. Exercise 20,
33. Exercise 21.
34. Exercise 23,
35. Assume that Y = Bo+ B X, B, # 0.
(a) Show that Cov(X,Y) = By Var X. Hint: Cov(X,Y) = E[X(By + B, X)] =
E[X] X E[B, + B, X]. Use the rules for expectation.
(b) Show that Var Y = B2 Var X. Hint: Use the rules for variance. (Theorem 3.3.3,)
(c) Find p,.
(d) Argue that pxy = 1if By, the slope of the line ¥ = Bo + B, X, is positive and
that py, = —1 if the slope of this line is negative,
36. Prove that if X and Y are independent, then pxy = 0. Can we conclude that if X
and Y are uncorrelated, then they are independent? Explain.

37. Without doing any additional computati
Exercise 3.

38. What is the correlation between the random variables

on, find py, for the random variables of

X and Y of Exercise 10?
Section 5.4

39. Consider Example 5.4.3.
(a) What is the expected value of X when y = 317
(b) What is the expected value of ¥ when x = 30?
40. Consider Example 5.1.4,
(@) Find fy,,. Note that fx)y = fx. Fro
why these densities are the same?
(b) Find Frie- Is Frie =fy?
(¢) Find the curve of regression of X o
Are these curves linear?
41. Consider the random variable (X ,Y) of Exercise 4.
(a) Find the curve of regression of X on Y. Is the regression linear?
(b) Assume that n = 10 and find the mean value of X when y = 4
(¢) Find the curve of regression of Y on X. Is the regression linear?
(d) Assume that n = 10 and find the mean value of Y when x = 4,
42. Consider the random variable (X , Y) of Exercise 9.
(a) Find the curve of regression of X on Y. Is the regression linear?
(b) Find the mean value of X when y = 5,
(¢) Find the curve of regression of Y on X. Is the regression linear?
(d) Find the mean value of ¥ when x =75,
43. Consider Exercise 11.

(a) Find the curve of regression of X on Y. Is the regression linear?

(b) Find the mean price paid by the carrier for a barrel of crude oil given that the
refinery price is $30 per barrel.

m a physical standpoint, can you explain

n Y and the curve of regression of Y on X,

vy lor the random
referenced. In each case decide whether or not you would
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) urve 2581 . Is the regression linear?
(¢) Find the curve of regression of Y on X 7
(d) Find the mean price paid by the refinery for a barrel of crude oil given that the
carrier paid $35 per barrel. ~

44, Note that if |p| = 1, then Y = B, + B, X. For ﬁxcc_l values of X, _YIJ;(— ,G,]d +YB;:;.
Argue that py, is a linear function of x. That is, argue that 1‘f ( an Ly
perfectly correlated, then the curve of regression of Y on X is linear. Is the
converse true? Explain.

Section 5.5

45, Consider the linear transformation T defined by
T:u=2x+y
v=ux+ 3y

. . _1
(a) Is this transformation invertible? If so, find the defining equations for T~ ".
(b) Find the Jacobian for T 1.

46. Consider the linear transformation T defined by

T:u=3x+2y
=x—y

: : -1
(a) Is this transformation invertible? If so, find the defining equations for 7~ ".
: ~1
(b) Find the Jacobian for T°'. % |
i iformly distributed over (0,1) an
47. Assume that X and Y are independent and uni
© 2]; respectively. Find the joint density for (U, V'), where U and V are as defined
in Exercise 45. .
48. (Distribution of one function of two continuous random variables.) Let X amI:I1 ltf be
continuous random variables with joint density fy,. Let U = X + Y. Prove that f;,,
the density for X + Y, is given by

fu) = [ fxy(u=v,0)dv
Hint: Define a transformation T by
u=g|(x,y)=x+y
v=2g(x,y)=vy

Follow the procedure given in Theorem 5.5.1 to obtair? the joint density for (U, V).
Integrate the joint density to obtain the marginal density fmj U. S
Let X and Y be independent standard normal randor.n v‘arla.bles. Pct = - anci
Use Exercise 48 to prove that U follows a normal dlstnbutu?n with mean e
variance 2. Hint: In integrating over v, complete the square in the lexpt:nen a

remember that a normal density integrated over the.n.aal line fs equal to 1. e
50. Let X and Y be continuous random variables with joint density fy,. Let U = XY.

Prove that f,,, the density for XY, is given by

49

fo@) = [ fry(u/v,0)l1/0ldo

Hint: Let u = g(x,y) =xy and v =y, and apply Theorem 5.5.1.




188 cuarrim

51. Let X and Y be continuous random variables with

joint -
Prove that fu» the density for X /Y, is given by Mo Y &

fu@) = [ fy(uw, 0)loldo

Hint: Let u = g\(x,y) =x/y and v = ¥, and apply Theorem 5.5.1.

52. Let X and Y be independent ex i istri
ponentially dist i i
paran.leters L y distributed random variables witl
(@) Find the joint density for (X,Y).
(b) Let U= X + Y, and verify that

fuw) = [ “far (4 = v,0) dv

Hint: Remember that 0 < x < « and that x-= u—uv.
(c) Assume that 8, = 3 and B, = 1. Show that

fu(u) =e "B -2 pepycw

53. Fet X and Y be independent uniforml
intervals (0, 2) and (0, 3), respectively,
(a) Let U = XY and find fu
(b) Let U = X/Y and find Lo

y distributed random variables over the

REVIEW EXERCISES

54, ﬁ?efl":clzmntic device is designed to switch house lights on and off at random times
1t has been activated. Assume that the device is desi i

' ! esigned in such a way that it

will be switched on and off exactly once in a 1-hour period. Let Y denote theytime at

which the lights are turned on and X the time i
el at which t
that the joint density for ( X, YY) is given by PESKIer AR s ot Amupl

fxy(st)=“8xy O<y<x<li

(@) Verify that f,, satisfies the co diti i
o E[XY]_XY nditions necessary to be a density.
(¢) Find the probability that the li i i

: ) ghts will be switched on within 1

bcj.-mg activated and then switched off again within 15 minutesn S

(d) F!nd the marginal density for X. Find E[X]and E[X?2], :
(e) Find the marginal density for Y. Find E[Y]and E[Y?]
(f) Are X and Y independent? ‘

(g) Find the conditional distribution of X given Y.
(h) Find the probability that the lights will be switched off within 45 minutes of the

SySlem bEHls actl&'ated g""e" that the were S\'\'Itched on 10 mutes ter he
y

?‘)) Find the curve of re_gression of X on Y. Is the regression linear?
J) Find the expecl.ed time that the lights will be turned off given that they were
i tBurnfijd on 10 minutes after the system was activated.
ased on the physical description of the
e | problem, would you expec
positive, negative, or 0? Explain, Verify by computing p. ’ At
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TABLE 8.7 |
¥y 2 3 4 5.?.'
0 .05 .00 .050 .001 i

| 093 120 .082 .003
2 065 .02 .100 .010
3 05 075 070 .020

55. Verify that
fxy(x,y) =xye™e™ x>0 y>0

satisfies the conditions necessary to be a density for a continuous random variable
(X, Y). Find the marginal densities for X and Y. Are X and Y independent? Find
Pxy:

56. Let X denote the number of “do loops” in a Fortran program and Y the number of
runs needed for a novice to debug the program. Assume that the joint density for
(X,Y) is given in Table 5.7.

(a) Find the probability that a randomly selected program contains at most one “do
loop” and requires at least two runs to debug the program.

(b) Find E[XY).

(¢) Find the marginal densities for X and Y. Use these to find the mean and
variance for both X and Y.

(d) Find the probability that a randomly selected program requires at least two runs
to debug given that it contains exactly one “do loop.”

(e) Find Cov( X, Y). Find the correlation between X and Y. Based on the observed
value of p, can you claim that X and Y are not independent? Explain.

57. Vehicles arrive at a highway toll booth at random instances from both the south and
north. Assume that they arrive at average rates of five and three per 5-minute
period, respectively. Let X denote the number arriving from the south during a
5-minute period and let Y denote the number arriving from the north during this
same time. Assume that X and Y are independent.

(a) Find the joint density for (X, Y).

(b) Find the probability that a total of four vehicles arrives during a five-minute
time period.

(¢) Find the correlation between X and Y.

(d) Find the conditional density for X given ¥ = y.

*58. (Bivariate normal distribution.) A random variable (X, Y) is said to have a bivariate
normal distribution if its joint density is given by

e e e )

211‘010',(%1 o

Fxv(x,y) =

where x and y can assume any real value. The parameters uy, py, oy, oy denote
the respective means and standard deviations for X and Y. The parameter p is the
correlation coefficient. The name of this distribution comes from the fact that
the marginal densities for X and Y are both normal. Show that in the case of a
bivariate normal distribution, if p = 0, then X and Y are independent.

-
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suggest a way to modify the tes i
' . t that wil] |
detecting a failure rate of .1? Will be o

and 8 low enough to be acceptable?
29, In Example 8.3.3 we test

Hy:p<y5
H;: jori

Lp>.5 (major1.ty Qf automobiles in operation
have misaimed headlights)

at the & = .0577 leve]
have misaimed headli

> ar = .5, the :
see thallt~ this is true, find PlX > 14]y\:;z
probabilities less than -0577 as expected?

30. A sample of size .

9 from a normal distribution with o?=725is used to test

The test statistic used ; X
' is the s ean, X. L, j
H, if the observed value of X is greater t,han- 256t " R8ree [0 reject Hy in favor of

(a) If Hy is true, what is the distribution of X9

((d)) if H,; is' true, what is the distributf;lilti)dt7 ‘;Sef fhe assumption that Ho s true.
e : Sn ;t:; I()illle:ir_jalrlr; 32 fi}gle 8.15, shaQe the region whose area is 8. Remember that
(F) Fing 5 assurmnption that H, is true. d

(g) Find the power of the test.

(h) If the sample size is increased, the standard dev

Is the geometric effect of this on the two curveslatlon oy decrease. What

of Fig. 8.157

LR R B

K MMM

FIGURE R 5

wn;ca
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Section 8.4

31

32.

33.

34.

Whenever a motorist encounters braking problems, especially an unpredictable
pulling to one side, the villain is always held to be the brake pad. Trace elements,
especially titanium, can combine with other elements to form minute particles of
titanium carbonitride which alters the degree of friction between the pad and disc
and leads to unequal wear. The percentage of titanium in a brake pad should not
exceed 5%. A study is conducted to detect a situation in which the mean percentage
of titanium in the brake pads being produced by a particular manufacturer exceeds
5%. ( Design Engineering, February 1982, p. 24.)

(a) Set up the appropriate null and alternative hypotheses.

(b) Discuss the practical consequences of making a Type I and a Type II error.

(c) A sample of 100 brake pads yields a mean percentage of ¥ = .051. Assume that
o = .008. Find the P value for the test. Do you think that H, should be
rejected? Explain. To what type error are you now subject?

The current particulate standard for diesel car emission is .6 g/mi. It is hoped that

a new engine design has reduced the emissions to a level below this standard.

(Design Engineering, February 1982, p. 13.)

(a) Set up the appropriate null and alternative hypotheses for confirming that the
new engine has a mean emission level below the current standard.

(b) Discuss the practical consequences of making a Type I and a Type Il error.

(¢) A sample of 64 engines tested yields a mean emission level of ¥ = .5 g/mi.
Assume that ¢ = .4. Find the P value of the test. Do you think that H, should
be rejected? Explain. To what type error are you now subject?

It is thought that more than 15% of the furnaces used to produce steel in the

United States are still open-hearth furnaces. To verify this contention, a random

sample of 40 furnaces is selected and examined.

(a) Set up the appropriate nuil and alternative hypotheses required to support the
stated contention.

(b) When the data are gathered, it is found that 9 of the 40 furnaces inspected are
open-hearth furnaces. Use the normal approximation to the binomial distribu-
tion (Sec. 4.6) to find the P value for the test. Do you think that H, should be
rejected? Explain. To what type error are you now subject?

It is known that defective items will be produced even on automated assembly lines.

A particular process typically produces 5% defectives. If the proportion of defec-

tives exceeds 5%, then the line must be shut down and adjusted.

(a) Set up the null and alternative hypotheses needed to detect a situation in which
the proportion of defectives produced exceeds .05.

(b) Discuss the practical consequences of committing a Type I and a Type 1I error.

(¢) A random sample of 100 items is selected and tested. Of these, 7 are found to
be defective. Use the normal approximation to the binomial distribution to find
the P value of the test. Do you think that H,, should be rejected?

Section 8.5

35. Yind the critical point(s) for conducting a hypothesis test on the mean with o?

unknown for

(a) o Jeft-tailed test with no= 25; @ = 05
(b)) o lefttmled test with = 150; o — (10
(o) novight-tailed test with o — 20; o = 025
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(d) a right-tailed test with , — 16; a = .01
(€) a two-tailed test with n=20; ’a = 1.0
(f) a two-tailed test with n = 30;’ a = :05
36. A new 8-bit microcomputer chip has been
Iv)v1th0ut removal from the microcomputer. |
€ programmed in less than | Desi i
(a) Set up the null and altern:t?sfgolg(:)s(;tgllgmgn s ol P

(b) What : o ! ses needed to verify thj i
at 1s the critical point for an o = .05 level test based orfly a s;jni?em(:.f size 157

d.evelo'ped that can be reprogrammed
t 1s claimed that a byte of memory can

memory

11.6 14.7 129 13.3 13.2
13.1 14.2 151 12.5 15.3
133 134 13.0 13.8 12.3

Cpnstruct a stem-and-leaf dj
tion look reasonable?
(d) Test the null hypothesis. Can H,

agram for these data. Does the normality assump-

monitoring stations set up across the region. (“Air

Pollution Stress and En IS
188-194)) ergy Policy,” F. Bormann, Ambio, vol. X1, 1982, pp.

(a) Set up the appropriate null
tention.

(b) What i iti i
© e li htfl:edcz:lrtl:;lc;a;lepomtl fordan a = .01 level test based on a sample of size 30?
en analyzed, a sample mean of :
NG ' n of .135 and a sampl]
o 13t13n 6)1f 1.03 ?;e vgllztamed. Use these data to test H,. Can H bz :ejséireddar(ti
= .01 level? at does this mean j ical s ’ :
@ e I an 1n a practical sense?
' ption are you making concerni istributi
variable ¥ o &¢ you me thegair? erning the distribution of the random
38. A' m(?del of Saudi Arabia’s oj exp
with informed economists. The m

and alternative hypotheses for verifying the con-

ort strategy has been devised based on interviews

. odel is to be used i
barrels ’ sed to estimate the m
of il produced per day by this country. The usefulness of the ‘:gd?luizbtf)rlff

e

I)artlally che ked by O, I ]le e(l [ (+ O yc 9 () O 1Its nown
h C C mpa lng t pr Ict d mecan f T the ar 1 8 to it k
ye , Nam ly, .5 mllhon barr lS per day. ( Slmulatlng Sau 1 Arabl
Value fOI t]lat ar (& 9 € &) d a’s

Oil Export Strategy,” A. Picardi
20-27) & & Picardi and A. Shorb, Simulation, January 193, pp

(a) Find the critical points for testing
Hy:pp =95
Hi:p+95

a C o = 4
) Ft the @ = 05 level based on a sample of 50 simulations
or the data colleeted X =98and v = 1.2, Test 1, ¢ N i
@ = 05 level? Based on these dain ‘ ence
wdequnte? 1o what fype error nre ye

is ther o be rejected at the
15 there F‘Vill(*!ll’l‘ thit the model js not
W now sibyject?
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39. A low-noise transistor for use in computing products is being developed. It is
claimed that the mean noise level will be below the 2.5-dB level of products
currently in use. (Journal of Electronic Engineering, March 1983, p. 17.)

(@) Set up the appropriate null and alternative hypotheses for verifying the claim.

(b) A sample of 16 transistors yields ¥ = 1.8 with s = .8. Find the P value for the
test. Do you think that H, should be rejected? What assumption are you
making concerning the distribution of the random variable X, the noise level of
a transistor?

(¢) Explain, in the context of this problem, what conclusion can be drawn concern-
ing the noise level of these transistors. If you make a Type I error, what will
have occurred? What is the probability that you are making such an error?

40. The Elbe River is important in the ecology of central Europe as it drains much of
this region. Due to increased industrialization, it is feared that the mineral content
in the soil is being depleted. This will be reflected in an increase in the level of
certain minerals in the water of the Elbe. A study of the river conducted in 1982
indicated that the mean silicon level was 4.6 mg/1. (“Natural and Anthropogenic
Flux of Major Elements from Central Europe.” T. Paces, Ambio, vol. XI, Novem-
ber 1982, pp. 206—-208.)

(a) Set up the null and alternative hypotheses needed to gain evidence to support
the contention that the mean silicon concentration in the river has increased.

(b) A sample of size 28 yields ¥ = 5.2 and s = 1.6. Find the P value for the test.
Do you think that H; should be rejected?

(c) What practical conclusion can be drawn from these data?

41. Coal-handling maintenance is a very young technology. The emission standard for
coal-burning plants is 4.8 pounds SO, /per million Btu/per 24-hour average. In an
attempt to get emissions below this level engincers are experimenting with burning
a blend of high- and low-sulfur coal. (“Upgrading and Maintaining Coal Handling,”
R. Rittenhouse, Power Engineering, March 1983, pp. 42-50.)

(a) Set up the null and alternative hypotheses needed to support the contention
that the new mixture falls below the emission standard set by the government.

(b) Find the P value for the test if a sample of 200 readings yields a sample mean
of 4.7 with a sample standard deviation of .5. Do you think that H, should be
rejected? What does this mean in a practical sense?

42, Lasers are now used to detect structural movement in bridges and large buildings.
These lasers must be extremely accurate. In laboratory testing of one such laser
measurements of the error made by the device are taken. The data obtained are

used to test
Hyp=0
Hi:p+0

A sample of 25 measurements yields X = .03 millimeter over 100 meters and s = .1.
Find the P value for this two-tailed test. Do you think H, should be rejected?
Intcrpret your result in a practical sense.

43. Clams, mussels, and other organisms that adhere to the water intake tunnels of
clectrical power plants are called macrofoulants. These organisms can, if left
unchecked, inhibit the flow of water through the tunnel. Various techniques have
been tried 1o control this problem, among them increasing the flow rate and coating
the tunnel with Tellon, wix, or grease. Inoa yenr's time at a particular plant an




times, yielding total organic car i i i ' ' isti

46.9, 40.9, 44.9, 41.0, and 432, () Find unbinsed estimates for poand o based on these data. Fstimate o, Is the
(a) What is E[W1]?

(b) Using the signed-rank test, is there evide

significantly more tota) organic carbon th
level?

bon amounts remaved of JHHE 540, 39.0, 51,6, 40.1
estimate for o unbiascd?

() Find 90% confidence intervals on o
(¢) Find a 90% confidence interval on p.

%9, Researchers are experimenting with a new compound used to bond Teflon to steel.
The compounds currently in use require an average drying time of 3 minutes. It is
thought that the new compound dries in a shorter length of time.

(a) Sct up the null and alternative hypotheses needed to support the claim that the h
new compound dries faster than those currently in use. |
(h) Discuss the practical consequences of making a Type I error; a Type II error. “%&f‘

2 and o.

nce that the new process removes
an the standard process at the .05

56. In an attempt to determine how many consultants are needed

of users at a computer center, these data are collected on X
required to answer a telephone inquiry; ’

to answer questions
the time in minutes

1.5 1.0 5.0 1.9

13 21 1 | 30 (¢) A pilot study shows that & = .5. Suppose that the new product is worth i
7 6.5 42 Lo .- ) I

6.3 5.6 5.1 25 6.9 marketing if the average drying time can be shown to be 2.5 minutes or less. “ﬂ

How large a sample is required to detect this situation with probability .95 with

« set at .05?
(d) When the experiment is conducted, these data are obtained:

(a) What is E[W]?

an we conclude that the medijan tim i
. S € require
is less than 5 minutes? Explain, based on the P value of your test. (A zeroqscorg

should be given the lowest rank a; i
. L nd should be assigned the al ic si ” 17 7 ; :
_— conducive to rejecting the null hypothesis.) s wlechraic sign least 76 s 2 28 ‘H‘:
- A study of the expansion joints used in bridge beds is conducted. It is thought that ;g ;z gi fg l
. : : : I

ey were designed to expand, thus creating

Test the null hypothesis of part (a) at the o = .05 level. Would you suggest i
marketing this new product?

60. It is thought that a majority of the procedures used in a statistical computer package
run in less than .1 second. To verify this contention, a random sample of 20
programs which entail exactly one procedure is to be examined.

(a) Set up the appropriate null and alternative hypotheses needed to verify the
claim.

(b) Let X denote the number of programs in which the procedure used runs in less i

than .1 second. Find the critical region for an a = .025 level test. ;

(¢) When the test is conducted, 14 programs are found in which the procedure used

runs in less than .1 second. Will H,, be rejected? To what type error are you I

now subject? ‘

|

\

\

(b) What is Var[W1?
gtci)) ISfet up the appropriate null and alternative hypotheses.
IW_} = 1600, can H, be rejected? Explain, based on the P value of the test

REVIEW EXERCISES

58. A consumer group wants to estima
persor{al computer with certain spec
range in price from $2390 to $4000,
(a) How large a sample should be t

confidence?

(b) A random sample of size 50 yields these data (data

Fe th_e mean cost of the base system for a
ifications. It is thought that these computers

(AFnd Bif p=6;if p=.7,if p=8;if p=.9.
(e) Find the power of the test if p = .6; if p = .7;if p = .8;if p = 9.

61. Nickel powders are used in coatings used to shield electronic equipment from
electromagnetic interference. It is thought that the mean size of the individual

aken to estimate u to within $100 with 909

in thousands of dollars):

243 2.86 : s tho :
2.89 318 274 275 2.69 2.64 291 . nickel particles in one such coating is less than 3 micrometers. Do these data |
: : 3.00 321 3.07 372 : : . ,
3.17 3.57 3.37 3.56 3.30 2' 324 support this contention? Explain, based on the P value of the appropriate test. \‘
: ) ‘ : 32 3.09
2.99 3.20 325 ;
271 325 288 ey e B 2 3.26 301 246 176
29 300 288 319 ysy ool 38 , 18 295 335 38
3.39 314 290 40 56 321 3.33 2.42 1.39 1.56 2.42
' ' 302 356 287 2.03 3.06 179 2.96

2.32
. t

Cpnstruct a stem-and-leaf chart for these data. Use the digits 2 and 3 as st 62. We want to test ‘“
times each. Graph numbers beginning 2.0 and 2.1 on the first st " Stems 5 Ho:p =5 |
blfl:glnrlnng 2.2 and 2.3 on the second stem and so forth. Does the st:rgrg;lc;hlosi Hyw>5
chart lead ’ : -and-lea ; L
‘ ad you tO.SllSpect that these data are not drawn from a distribution that based on a random sample of size 25. The sample standard deviation is 2 and the i‘
15 at least approximately normal? 'f observed value of the sample mean is 5.5. What is the P value for the test?

5. ? |




s

TABLE 15.15

Suspect make

Fire Yes No
Yes 9 31
No 16 144

10

11.

12.

200

survey of 500 randomly selected customers
: ¢ of a bank that has be [
f}?mputenzed banklf;n% foi over a year. Is there evidence of an associati(‘:rrll b(ff:/rclg:
ese two variables? Explain, based on the p i i
e value of your test and inspection of

. It is suspected that the tendency of an automobile to catch fire in a rear e d
n

collision is not independent of the make of : .

random sample of 200 cars involved in rearth:nflarc.o'll;i.;i(s)l:lspi(;rtsetlll;cstcgnftentlon’ !
records. Each car is classified as to make and whether or not it is € from past
suspected of being especially susceptible to fire under these circumst one o F;he cars
gathered is shown in Table 15.15. Is there evidence of an :atssociatiglrrl1 %es. he dat‘a
make of car and the presence of fire when involved in a rear end collisioit‘rvéiglgil:ls

In a study of the association between color i i

displas_r 100 graphs are randomly selected froﬁlnirrtll:)igeicfs:::ev:tnzci?er?tf'f? graphlcal
Each is classified as to whether or not color is used. Each js also rai Sjouma‘l&
eﬁectlveness in making its point, Resulting data are given in Table 15 i7 ‘;S to its
evidence that the effectiveness of a graphical display is not ind dent * ohere
Explain, based on the P value of the test. ependent of color?

It is suspected that there is an association b

I : ) etween the day of the week i

item is produc@d anq the quality of the item. To support this contentior(l) nawrhlc:;1 m
sample of 500 items is selected from stock and each item is classified as’to t;g (?:;

TABLE 15.16
Air quality

_
Temperature Poor Fair Good
Below average 1 3 24
Average 12 28 76
Above average 12 14 30

200

TABLE 1517

Color present

Fffective Yes No
Ixcellent 7 4
Giood 10 19
Fair 9 26
Poor 4 21
100
TABLE 15,18
Day produced
Quality M T A Th F
Excellent 44 74 79 72 31
Good 14 25 27 24 10
Fair 15 20 20 23 9
Poor 3 5 5 0 0
500

on which it was produced via its lot number. The item is also rated for quality. The

data gathered are shown in Table 15.18.

(a) Our guideline on expected cell frequencies states that no more than 20% can be
less than 5 and none can be less than 1. Is this criterion satisfied in this case?

(b) To satisfy the criterion, combine the quality of categories “Fair” and “Poor” to
form a new table with three rows and five columns. Use this table to test for

independence.
(c) Has an association between quality and day of production been established?

Explain.

Section 15.4

13.

14.

A study is conducted to assess the effectiveness of a new computerized system of
filling orders in a particular industry. Random samples of 100 customers served via
the old system and 100 served via the new system are selected. Each customer is
contacted to determine whether or not the order was filled satisfactorily within 2
weeks. Table 15.19 gives the results of the study. Test the null hypothesis that the
proportion of satisfied customers among those served by the new system is the same
as that among those served by the old system at the a = .05 level.

Although many jobs in the airline industry entail stress, it is thought that air traffic
controllers are particularly susceptible to stress-related disorders such as heart
problems, high blood pressure, and ulcers. To support this contention, a random
sample of 500 air traffic controllers is selected and surveyed. For comparative
purposes a sample of 700 workers from other areas of the airline industry is also
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(b {0,12, - 1), (1,12,0), (2,17,0), (3,17,0), (4,17,0), (5,17,0), (6,17,0), (7,17,0),

(8,17,0), (9,17,0%} :
(¢) yes
(d) 5/10
(e) 1/10
(f)9/10
(g)1
38. 180!/ 515151 --- 5!

36 terms
Section 2.1

1. 12/13

3. 45; .13; .46
5. .58; .28; .1

Section 2.2

13. (a) 30/58
(b) 28/58
(c¢) Theorem 2.1.2
(d) 106/42
(e) no; exposure to the lethal dose should increase the probability of death
15. 5/35; 35 /40
17. (a) 1/5
(b) 1/80
(c) .04
(d) 4/20
(e) .84

Section 2.3

19. no, P[A4; N 4,1 = .2 # P A4,1P[A4,]
21. (39)? = 15
23. (a) .21
(b) 21/23
25, .085
27. .0144(.67) + .0012(.33) = .010044

Section 2.4

35, .85(.10)/1.85(.10) + .04(.90)] = .7025
37. .9999

Chapter 2 reﬁew exercises

38. (a) .85
(b) .15
(¢) 5/20
(d) 5/10

ANSWERS TO SELECTED PROBLEMS

39. (0) 1/2
(b) 1/8
40. .3529; .2353;..2647; .1471
41. .24; .6; .16
42. (a) 5
(b) 35
(c) .50
@173
(e) 35/85
43. (a) .0008
(b) .0002
(c) 2
44. (.99)%(.01) = .00970299; .01 + .99(.01) + (.99)2(.01) + (.99)*(.01)

Section 3.1

1. not discrete
3. discrete
5. not discrete
Section 3.2
7. (@) M
(b)

x ‘ 0 1 2 3 4 5

F(x) |.7 9 95 98 .99 100

(c) .98; .1
(d) .03

9. (a)
x |0 1 2 3
f | QP XD 9D (9
31

x!(3 —x)!

(b) k(x) =
(c)

x I 0 1 2 3

F(x) ‘.001 028 271 1.00

(d) 999
(e) .028

11. (b) no
(c) ves
@10
(e) yes
13. right continuous, nondecreasing, lim F(x) = 1 and lim F(x) =10

X —» o X~

769



Section 3.3

15. (a) 4.96; 26.34

(b) 1.7384; 1.3185

(¢) holes per bit
17. 1/.7 =10/7; 1/p
21. (a) 11

(b) —17

(c) 16

(d) 4

(e) 64

()8

(g) 208

(h) 640

M 01

() o1

X - X -
(k)E[ #}=O and Var[ ”]=1
o
*23. () 163/60 = 2.7167

(f)2.7007
(8) E[Xy40] = 94.7953

Section 3.4

25. (a) success is selecting an unacceptable lot; .05

(b) f(x) = (.95)*~1(.05)

(©) my(e) = — ¢

t e R —
¢ Mx 1= 95¢f
(d) 20; 780; 380; 19.4936
(e) 9025
(f) 9025

27. F(x) = 1 — (.95)* for x, a positive integer; .142625
31. (b) 24/5 ,
(c) (1/5)e* + (4/5)e™

(e) 116/5
() 4/25;2/5
B (@e-1
(e —1)(e)
(b) mx(t) = Te,——l—
-1 _
© Ex)= 0D e
(1-eH)" e-1
Section 3.5

37. 2; .6778; yes, P[X > 5] = .0328

9. (@p=1/4

41.

43.
45,

R
r <
Y — colorblind male

(b) 1.25; .1035

(a) 3758
(b) (3758)°

(@) my(e) = (pe* + q)" .
(a) X = number of successes in one trial

o= (2)rs x=o

) f(x)=p*¢'™ x=0,1
(¢) my(t) =pe' +q

(d) p; pq

(e) .14

H< >
female < H*
: h__

h*  * = hornless female

when r =2 and p = 3/8,
E[X] =16/3; no; P[ X < 5] = 6185
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v ANSWERS TO SELECTED PROBLEMS 773

|
!
Section 3.7 ’
3171 (15 3 77. (a) X is binomial with n = 100 and p = .1; E[X]1=10
55, x =0,1,2,3; 15/20; 5(___)(_ V= 5033 i (b) Poisson
20/120/119 ) ’ (c) PIX=171= 027
(3)(517 ) 78. PLX < 6] = .4662
x | . .
57. (@) f(x) = ~o 2L x=0,1,2,3 o mesel/s 64,125
(20) 80. 35/210; 105,210
5 81. (999 /1000)120%0 = ¢=12120/0! = .000006; .999994
Eb) .75; 5033 82. yes; P[X = 5] = .0127
(2) 3991 83. (b) 36,/14; 98/14
) 6009 (c) mpD) = (¢" + 4e* + 9¢*)/14
(609)( 2400 ) (e) 76,/196; 76/196
59. (o) flx) = ~ 2L\ =x) 00 12\ I
(3000) »1,2,...,20 84. F(x)=1- (-1—5 x a positive integer;
600 ;(1)00 2980 | 12)*
(b)4;20( )( P[X23]=1—PIX52]=1~F(2)=(—)
3000 )\ 3000 /\ 2999 13
, (600)( 2400 ) 85. (2) binomial, n = 10, p = 8
@ Y x 20 —x (b) Poisson, k =35
ot (3000 (¢) point binomial, p = .3 or binomial, n =1, p =3
20 (d) geometric, p = .6
(d) 4114 (e) negative binomial, n = 5, p=.3
| (f) Poisson, k =1
Section 3.8 | 86. (a) 8; 1.6; Y1.6
’ (®) 5 5 V5
59. (a) 10 (c) 3;.2%; V21
(b) 10 (d) 10/6; 10/9; Y1079
(e) V10 . (e) 50/3; 5(.7)/(3)* = 38.89; V/38.89
e 1010 AL
d = _ y ks
(d) f(x) p x=012,... 87. (2) f(x) = (99710 x=123,...
(e) 029 (b) 100
(f) .010 j (¢) F(x)=1—.99*  x apositive integer
Eg)) 019 i (d) PLX < 90] = 1 — (99)*° = .595
h) 99
(i) .448 ; Section 4.1
63. .010 i 1. (a) 1/6
65. yes, P[X > 10] = .043 (b) 11/48
67. yes, P[X < 2] = .04 E;)) 21/48
71. .135; .865
3.(b)1- e~7 = 5034; .4966; 0
, (c) yes, Pl < X <21 = e~ —e™2 = 086
Chapter 3 review exercises 5.(d) 5
! (e) equal; probabilities are constant or “uniform” over intervals of equal lengths
75. .118; .882 9. (a)
76. (a) 5/4; 15/16 ! 0 r <2
(b) (3/4)°
(©) (/40 | F(x) = 1;2/12—1/3 2§J;£4
: X
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(c) yes; yes; 0; 1; yes

@ dF(x)
‘ = = f(x)
11. (@) '
0 x<0
F(x) = (x/2m 0<x<2mw
1 x = 27
(b) yes; yes; 0; 1; yes
© dF(x) _
€) ——= f(x)
13.
0 x <25
F(x)={(Inx ~In25)/In2 25<x<50
1 x> 50
Section 4.2
15. (a) 56/18
(b) 10
(c) 104/324; /104 /324
17. (@) my() =1 - 100)"' t<1/10

(b) 10 minutes

(¢) 100; 10 minutes
19, m; 7w2/3; 17'/\/3—
21. 10; 10; X

Section 4.3

25. (a) 2
(b) 5040
(c) 96
(1
27. (a) 1; 2; 6; 24; 120
b)) I'(n) = - 1) n>1
(c) yes, T =1=10!
d) 14!
29. (a) f(x) = (1/128)x%~*/* x>0
By my(t) =1 —48)™%  t<1/4
(c) 12; 48; /48
3B.my()=Q-pN""  t<1/B;B; B*
37. (@) e = 779

(b) e 7/12 fg=4/12 = ¢=3/12; same as (a)

Section 4.4

39. (a) 9418
(b) 9418
©@ao

i il

41,

MU YY LA 1 PUPHEIN

(d) .0582

(e) .8543

(f)1.28

(g) — 1.28

(h) 1.96

(i) 1.645

(a) 9544

(b) 1.24%

(¢) 128 parsecs
(d) my() = 5007

1
43, (a) f(2) = v e~ /27" —o <z < ®
T
1
(b) f’(Z) = — ‘/é_;ze—(l/Z)zZ
1
(o) f(z) = ~ \/Q_e'“/”’zll - z%]
T
Section 4.5
49, P[-20<X—pn <20]=.95
51. (a) no

b) PIIX - pl < 50]2 =3, PIIX—ul <1a] 20,
PlIX - u| <2012 .75, P[IX — pl < 30] = .89

Section 4.6

53.

5.

57.

(a) yes; .9956
(b) .0668

(a) yes

(b) 375

(c) .0322
(d) 0392
.9484; .8413

Section 4.7

59,

65.

67.

(a) random factors

(b) R(¢) = ™%

(c) R(20) = .6703

(d) f(x) = 02¢™%2* x>0
(e) exponential

(f) 50; 2500

(g) 5488

(a) 9974; .96

(b) .8812

(c) .9996

(d) .8988

(e) 1IL: .9964, V: .999999; .9537
3

k=2



Section 8.2

9.

11.

13.

15.

(a) 1.86

(b) —1.86

(c) —2.179

(d) 2.179

(e) 1.645

(f) 1.645

(g) 1.708

(h) 2.060

(i) 1.753

(j) 1325

(k) 1.746

(0 1310

(a) 1.2896; .0000123; .0035

(b) 1.2896 + .0016

(¢) no, 1.29 is contained in the confidence interval
(a) 2.35; .89

(b) 2.35 + 45

(c) yes, we are 99% confident that the new mean time is at most 2.80 seconds

(a) 9

Vo0~ AW
S 10 W= Lh
W=~ O
NO N
N
(V]
~3
w

O N = \O ==

10

(b) % =605

q, = 480

q; = 720

igr = 240

(c) x =602.3; s = 169.1; 602.3 + 85.1
(d) lower the confidence

fi =120
5 = 1080

no outliers

. (b) 385

(c) 153

Section 8.3
21. (a) Hy p = .08

23.

H;:p<.08

(b) we shall conclude that the average percentage of metal in household wastes has
been reduced when, in fact, it has not been reduced

(c) we shall be unable to detect the fact that the mean percentage of metal in
household waste has been reduced

(d) we have a 5% chance of having committed a Type I error

(a) we shall conclude that the model is not credible when, in fact, it is a valid model

(b) we shall be unable to detect the fact that the proposed model is not credible

25.

27.

29.

(a) C ={10,11,12,13, 14, 15}, « = .0338
(b) yes
(@H;:p< 5
H:p>5
(b) 75
(c) .0592
(d) .7827; .4845; .1642; .0127
(e) .2173; .5155; .8358; .9873
(f) yes; Type I
(g) no; Type II
.0065; .0003; 0; 0; yes

Section 8.4

31.

33.

(a) Hy: p < .05
Hi:p>.05

(b) we shall assume that the percentage titanium exceeds 5% when, in fact, it does
not; we shall be unable to detect a situation in which the percentage titanium
exceeds 5%

(¢) .1056; debatable, a P value of .1056 might be considered small by some and
large by others

(a) Hy: p < .15
Hy:p>.15

(b) .1335; no, this probability is not unusually small; Type II

Section 8.5

3s.

37.

39.

41.

(a) — 1711

(b) —1.282

(c) 2.093

(d) 2.602

(e) +1.729

(f) +2.045

(@) Hy: p = .12
Hyp>.12

(b) 2.462

(c) yes, t = 2.738

(d) that X is at least approximately normal

(@) Hyp =25
Hp:p<25

(b) t = —3.5; .001 <P <.005; yes, P seems to be small; at least approximate
normality

(¢) conclude that the mean noise level is below 2.5 db; we shall assume that the
new product reduces noise when, in fact, it does not

(a) Hy: p =438
Hp:p <48

(b) t = —2.828; .001 < P < .005; yes




43. (@) H:p <5

(b) t = —3.47; .001 < P < .005; reject H,
(c) yes, because P < .05
(d) probably not since X = 4.28; there is still a large accumulation there

Section 8.6

47. (a) unable to reject H,

(b) t = 1.154, critical point = +2.145; unable to reject H,
(¢) x* = 17.81, critical point = 23.7, unable to reject H,

49. (a) unable to reject Hy

(b) t = 1.22, critical point = 1.729, unable to reject H,
(c) x? = 9.297, critical point = 11.7, reject Hy; yes

Section 8.7

51.

53.
55.

57.

(a) yes, .0037

(b) yes, .0207

(c) yes, .0207

(d) yes, .0107

(e) no, .0547

(f) yes, 0074

(g) yes, .0352

no, P = .3770

(a) 110/4

(b) yes, |W_| = 8.5, critical point = 11

(a) 100(101)/4

(b) 100(101X(201) /24

(c) Hy M =2
H:M>2

(d) P = .0007, yes

Chapter 8 review exercises

58.

59.

60.

61.

(a) 44

(b) no

(c) 3.10; .1213; .348, no

(d) x3s = 33.65; [.08998, .1766]; [.298, .418]
X35 = 66.05

(e) 3.10 + .082

(&) Hyp =3
H:p<3

(c) 13

(d) tgs = —1.753; t = —3.71; reject Hy; yes, the product should be marketed

(@Hyp<.5

H:p>J5
(b) C = (15,16,17,18, 19,20}
(c¢) no; Type II
(d) .8744; .5836; .1958; .0113
(e) .1256; .4164; .8042; .9887
yes; t = —2.69; .005 < P < .01

62. .10 < P < .25
63.(a) -3]0
-210 0 0 O
-1/0 0 0 0 0 0 0 O
0/0 0 00O 0O 0 0 0 0O
A0 0 0 0 0 O
210 0 0 O
310
4
S5
.6
T
810
yes; .8 looks like an outlier
) =0 fi=—4
g, = —.1 fa=4
gq;=.1 F,=-1
iqgr= 2 Fy=.7

64.

65.

66.

.8 is an extreme outlier

(¢) x = —.008; s = .198; —.008 1 .066

(a) the number of trials is at most 3000; in a geometric setting there is no “a priori”
number of trials

(b) 20

(c¢) exceed

(d) 59; P[X = 59] = 0.51; see Sec. 3.4

(e) no; Type II; we think that the system will not crash when, in fact, it will

(f) reject H, and conclude that the system will crash; Type I; we shall stop the
system unnecessarily

(h) 81+ 8

(c) [4.36, 10.56]

(d) 3.3 + 10.7; [.80, 3.17]; [.90, 1.8]

(e) no

(f)mno

(a) Hy: hollow arrows are faster than those made of solid aluminum
Hpyi:p <0

(b) Hy: hollow arrows are no faster than those made of solid aluminum
Hyuw=0

(c) x 0= —20.41; s = .89; negative sign means that the time with the hollow. arrow
was better than that with the solid arrow

(d) t = —102.5; P < .0005

Section 9.1
1.

(a) .9
(b) 9 + .069
(c) 609

. (a) .6 +.025

(b) 9 £ .019

. 1068
. 6766
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(d) yes (b)
(e) 3 Source of Degrees of |
variation freedom ‘
47. (a) By|e,x, = Bo + B1%1 + Byx, P . ‘
1 -1 -1 B 3
1 -1 -1 C 2
. . . AB 12
AC 8
. BC 6
1 -1 \ Error 24
1 -1 Total 59
49, (a) (1), ab, ac, ad, ae, bc, bd, be, cd, ce, de, abcd, abce, abde, acde, bcde
. . »
(b) X = -1 1 Source of Degrees of
-1 1 variation freedom
A 1
. B 1
C 1
1 1 D 1
1 1 E 1
i Error 10
RO Total 15
22, 0 0 50. (a) B=AC =BCD=AD
CWDXX=|09 2 0 C=AB =D =ABCD
" D=ABCD=C =AB
[ 0 0 2% (b) no, the main effect C is aliased with the main effect D
()+a+b+ab Section 15.1
@DXY=|-(1)+a-b+ab 1. 60, 45, 30, 15; yes, these seem to differ quite a bit from the expected numbers
| ~(1)—a+b+ab 3. 10; questionable, the observed values are not drastically different from those
expected :
[(1)) +a+b+ab]/2%n
n 2 Section 15.2
(eB=|[-(1)+a—-b+ab]l/2%n
[—(1) —a+b+ab]/2%n 5. x2 = 22.66; reject H,, P < .005 based on the X3 distribution
(f)SSR = [~ (1) + a — b + abP/22n + [—=(1) — a + b + ab2/2%n Section 15.3
(g)SSE, =S8, —[—(1) +a — b + abl/2%n 9. x2 = 4.57; reject Hy, .025 < P < .05 based on Xf distribution
T 2[—W=a+ b+ abP/2%n 11. x2 = 8.84; reject Hy, .025 < P < .05 based on X} distribution
SSE;=S,, ~[-(D+a—-b+ abl/2%n Section 15.4
1D - 2 92, — 2 /2
[~ —a+b+abl/2°n ~ [(1) —a — b + abl/2%n 13. x2 = 3.95; reject H,, critical point = 3.84

(h) SSE, — §S;=[(1) —a ~ b + ab)*/2?n

48. (a) Yy =n +a; + B; + (aB); + v,

+(aB);; + (@y)i + (By)y + Ejjyy

15. Hy: pyy =Pz =Pn
P =Dp =Px
D13 =Py = P33
D14 = P2q =P34

x2 = 14.72; reject H,, .01 < P < .025 based
on the X2 distribution




